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Note: & Notations and symbols as used in the class are followed. & Answer
as many questions as possible, but the maximum you can score from these
questions is 50. & Marks are indicated at the end of each question.

1. Let {W,} and {Z,} ~ i.i.d random variables with P(W;, = 0) = P(W, =
1) =1/2 and P(Z; = —1) = P(Z, = 1) = 1/2. Define

Xi= Wt(l 7 Wt—l)Zt-
Show that {X;} is White Noise but not i.1.d. [5]

2. For a Moving Average process of order 1, MA(1), that is, X; = Z; +
6Z;_, where Z, ~ WN(0,0?) show that the autocovariance function is

(1+6%0% h=0
a(h) = fo? h=]
0 otherwise

and the autocorrelation function is
£ h=41
— 1+0°2
p(h) { 0 h>1

Can we say that MA(1) models are always unique? Obtain conditions
under which the MA(1) model is invertible. B+3+1+3=10]

3. Let {Y;} be a stationary time series with mean 0 and covariance yy. If

22 —oo [¥j| < 00 then prove that the time series

Xe= > %Y ; =9%(B)Y,

j=—o0

3



is stationary with mean 0 and autocovariance function

o0

B = 5 3 dtene b b—7)

j=—ooc k=—00

[5+ 5 = 10]
. Autoregressive process of order 1, AR(1), is defined as a stationary
solution {X;} to the equations X; = ¢X;_1 + Z; where Z; ~ WN(O0,
0?), |¢| < 1 and Z, is uncorrelated with X, for each s < ¢. Using the

results from the previous problem, (evn if you have not attempted it,
you can use it),

(a) compute a stationary solution to the AR(1) process and

(b) also show that the solution obtained in the first part above is
unique. [5+5=10]

. Determine the order of the following ARMA(p, g) processes:

(&) Xt = l.ng_l = 0.88)(3.,2 = Zt -+ U-?Zt_]_ =1 0.72,3_2
(b) Xi— %Xt—l — 93Xy 9=2;—3Z;1 + ézc—z — 323

Are these models causal and invertible? [5+ 5 =10]

. Verify with small justification whether the following statements are true
(T) or false (F):

(a) Every MA(q) process is a g-correlated process. [T / F]

(b) Every stationary g-correlated process is MA(g) process. [T / F]

(c) Every weakly stationary process is either a linear process or can
be transformed into a linear process by subtracting a deterministic
component. [T / F|

(d) A sequence of independent Cauchy random variables is weakly
stationary. [T / F]

(e) If X, = Z, + 0Z;_, where {Z;} ~ iid (0,0%) and 8’s are real con-
stants then {X;} is strictly stationary. [T / F]

[24+2+2+242=10]
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