
LECTURE 20 12. 04. 2024

Splitting field

- Let K be a field. A polynomial f(x)
in K(n] is said to split over a field

S2K if flu) can ba factound as a

product of linear factors in S[u].

- A field S containingK is said to

be a splitting field for f()
over 17

if f() splits over S ,
but over no

intermediate field of S/7

Example

① Consider the fields D and IR
,
and

the polynomial + 1 on R .
I is a

splitting field over IR.

- x+ 1 splits over
D into (a + i) (n-i).

-

·Also,L
: I)=:Ifee efield,



then [2 :] = [D : L] [L : RJ ·
So,

L = G
,
I

② Consider the fields D and I ,
and

the polynomial + 1 over 1. . I

is not a splitting field of2+

over I, as I() is ans intermedi

ate field own
which 27l splits.

H .
W . Let K be field and f(JEKY .

Let

F/K be a field intension s .

t. f(x)

splits over F , that is,
↑

f(x) = C(n - (i) (n - (2) - - -
- (n - ()

in F . Then ,
K (21, =

; <n) in a

splitting field for f(x) over 1.

Let as now discuss about the exis

tence and uniqueness of splitting fields



Proposition (Existence) : Let 1 br a field
and f(x) be a non-constant polynomial
over 17 . Then than exists a splitting
field of f(u) over K.

Proof idea: By induction on
the digre

of the polynomial f(x)
Base Step : deg f(u) = 1. Then the splitting
field is itself

Assume I . H.

I . S .: Take deg f(x) = 2+ 1
. f(x) he

a root < ,
in sone field entersion /

Ther , f(z) = (n
-2) +, (a) - Apply I .H.

and complete the proof

Proposition (Uniqueness) : Let K be a field.

and f(u) be a non-constant polynomial
--

over K . Show that
any

twospilling
C

fields S and Soff(n) are esomorphine.



Proof idea : We also prove this by
I

-

applying induction on the degue of theL

polynomial f(u).

Ban Step : degf = 1. Then S = = K.

Assume F . H.

I . S .: degf(n) = 2+ 1 · Without loss of

generality ,
let us assume fla) to

be inducible. Let a, be a
root of

f(x) in S and c be the same
in 5.

Then , 1(.)
= (e) and K(e ! ) = R(ei).

Define um.
is omorphism < : (e) + (e)

: C , #C and untend it to an iso.

from S to S' using inductionmorphism

hypothesis . This would complete the

fro of &



Example
Consider $[] and consider the polynomial
4 -3

-First we
would show that -3 is

inreducible over 1 . We would use

Eisenstein Criteria :

(het +(a) = 90 + a,m + an + - ... + ann"

be a polynomial with integer
coefficients . Let there be a prime
number p o .

t .: (i) Xan,

is plac ,
:20 ,

1
, ...,
-1 and

, Li > Xao.

Then the polynomial is in reducible
over $ .]
Thus , we have that 3 is

inreducible over 1 (p-3).



Then we have a field F = (2)

-3)
which has a root of x"-3 , namely,
u + (4 -3) = Ji

, say

Then
,
we can write the following:

gen)
= (A) = (a+ ba , +ei + dai :

a
,
b

,
c

,

d Ey.
Indeed

, 316Xi , 5 :3 forms a basis

of &(1) over 1 (as ,

24-3 forms the

minimal polynomial of ↓ , over 1).

So, x" - 3 = (x - bi)g(n).

Repeating the same argument ,
we

would finally have O(A1) (2) (3) (14)
= I (1 ,

32
,

60
,
14)

,

with



n4 - 3 = (n- (1) (n - (2) (x ->3)(n -bn)

Without loss of generality we can

say ,
(c = -J , and ↓p = -63.

Now
,
ifwr consider the polynomial

n4-3 in (1) ,
we can write,

u" - 3 = (n= x,)(a) + t, )
= (n- b) (n+ + ,)(n

? + J,)

We have : (x2 + J) in inreducible
&

over (1) (Check ! ) .
And considering

do to be a root of +J% arm (1)
ne have [G(1 , (3) = (b) ] = 2.

Also , [9(X) : 9) = 4

So
, [9 (61

, 3) : 91 = [9( ,6) : g(D] (9(D : 9)
= 4 .2 = 8 .


