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Data Learning
Process 

ML System
(Function)

BN, NN, RF

Instance

Decision

(e.g., loan application)

(e.g., decline)
Why did you make this decision?
Will you make biased decisions?
How robust is the decision?
…



ML Systems as Discrete Functions

Decision
Function

Test results: U, B, S

Yes, No

0.87yes

0.13no

Pr(p)P

0.27-veyes

no

P

0.107+ve

Pr(u|p)U

0.36-veyes

no

P

0.106+ve

Pr(b|p)B

0.10-veyes

no

P

0.01+ve

Pr(s|p)S

Pregnant?
(P)

Urine test
(U)

Blood test
(B)

Scanning test 
(S)

+ Probabilistic Inference

Threshold 90%
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What ML system?
What symbolic representation?
What can we do with the symbolic representation?

Ordered Binary Decision Diagram (OBDD)



Ordered Binary Decision Diagrams (OBDDs)

⍺X ¬X 𝛽

𝑋

⍺ 𝛽

A

B

C

1

D

0



X

Y Y

ZZ

1 0

or
and and

X ¬X
or or

and and andand

Y Y¬Y ¬Y

and and andand
Z Z¬Z ¬ Z

or or

true false

Ordered Binary Decision Diagrams (OBDDs)



Negation Normal Form Circuits
NNF Circuits



Tractable Circuits Knowledge Compilation
Darwiche & Marquis, JAIR 2002

Succinctness

Polytime Operations
Consistency (CO)
Validity (VA)
Clausal entailment (CE)
Sentential entailment (SE)
Implicant testing (IP)
Equivalence testing (EQ)
Model Counting (CT)
Model enumeration (ME)

Existential quantification
Conditioning
Conjoin, Disjoin, Negate

Decomposability
Determinism
Smoothness
Flatness
Decision
Ordering

NNF Circuits

¬A B ¬ B A C ¬ D D ¬ C

and and and and and and and and

or or or or

and and

or

OBDD
SDD
d-DNNF
DNNF
…



Decomposability (DNNF)

¬L K L ^ P A ¬P ^ L ¬L^ ¬P¬A P ¬L ¬K L ^ P ¬P ^

K ¬K A ¬A A ¬A

Darwiche, JACM 2001

SAT in linear time



Determinism (d-DNNF)

¬L K L ^ P A ¬P ^ L ¬L^ ¬P¬A P ¬L ¬K L ^ P ¬P ^

K ¬K A ¬A A ¬A
Input: L, K, P, A

Darwiche, JANCL 2001

#SAT in linear time
requires smoothness



Model Counting (#SAT)

¬L K L ^ P A ¬P ^ L ¬L^ ¬P¬A P ¬L ¬K L ^ P ¬P ^

K ¬K A ¬A A ¬A
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Knowledge Compilation Map

KOCOON workshop 2019 
Friedrich Slivovsky. An Introduction to Knowledge Compilation [87]

Darwiche & Marquis, JAIR 2002

circuit types succinctness

See PODS paper for pointers to:
knowledge compilers, model counters, weighted model counters,
reduction tools and other resources





Knowledge Compilation Meets X



Compiling ML Classifiers into tractable circuits

• Bayesian Networks
• Chan, Darwiche. UAI 03
• Shih, Choi, Darwiche. IJCAI 18
• Shih, Choi Darwiche. AAAI 19

• Neural Networks (restricted classes)
• Choi, Shi, Shih, Darwiche. VNN 2019
• Shih, Darwiche, Choi. SAT 2019
• Shi, Shih, Darwiche, Choi. KR 2020

• Decision Trees & Random Forests
• Choi, Shih, Goyanka, Darwiche. FoMLAS 2020
• Audemard, Koriche, Marquis. KR 2020



Decision Tree à Discrete Function

X		³ 2

1

X		³ 6Y		³ -7

0 01



Numbers Don’t Matter as Much

P U Pr(u|p)

yes -ve 0.27

no +ve 0.107

P B Pr(b|p)

yes -ve 0.36

no +ve 0.106

P S Pr(s|p)

yes -ve 0.10

no +ve 0.01

Pregnant?
(P)

Urine test
(U)

Blood test
(B)

Scanning test 
(S)

P Pr(p)
yes 0.870
no 0.130

P Pr(p)
yes 0.684
no 0.316

P Pr(p)
yes 0.970
no 0.030

Equivalence interval [0.684, 0.970]Threshold 0.9



Compiling ML Classifiers into tractable circuits

• Bayesian Networks
• Chan, Darwiche. UAI 03
• Shih, Choi, Darwiche. IJCAI 18
• Shih, Choi Darwiche. AAAI 19

• Neural Networks (restricted classes)
• Choi, Shi, Shih, Darwiche. VNN 2019
• Shih, Darwiche, Choi. SAT 2019
• Shi, Shih, Darwiche, Choi. KR 2020

• Decision Trees & Random Forests
• Choi, Shih, Goyanka, Darwiche. FoMLAS 2020
• Audemard, Koriche, Marquis. KR 2020



Explaining Decisions

PI-Explanation (Sufficient Reason)

minimal set of instance characteristics that can trigger the decision
(other features are irrelevant)

Shih, Choi & Darwiche (IJCAI 18)



Example Explanation
Sally tested negative for 
Scanning, Blood and Urine

Why did you conclude that Sally 
is not pregnant?

Because the Scanning test, and 
one of the Blood and Urine tests 
came out negative

Decision
Function

Test results: U, B, S

Yes, No

U

+ve
-ve

B

S

Yes

+ve

-ve

No

-ve

+ve

Instance: U=-ve, B=-ve, S=-ve

Ordered Decision Graph
The complete reason behind the decision

(S=-ve and (B=-ve or U=-ve))

§ S=-ve and B=-ve
§ S=-ve and U=-ve

sufficient reasons



Prime Implicants

Boolean function
Prime implicants

Instance:  
Decision: 1
Sufficient reasons: 

𝑓 = (𝐴 + 𝐶)(𝐵 + 𝐶)(𝐴 + 𝐵)

𝐴𝐵, 𝐴𝐶, 𝐵𝐶

𝐴𝐵𝐶

𝐴𝐵, 𝐵𝐶

Boolean function
Prime implicants

Instance:  
Decision: 0
Sufficient reasons: 

𝑓 = (𝐴 + 𝐶)(𝐵 + 𝐶)(𝐴 + 𝐵)

𝐴𝐶, 𝐵 𝐶, 𝐴 𝐵

𝐴𝐵𝐶

𝐴𝐶

decades old: CS + AI

Issue: we may have an exponential number of prime implicants



Image Classifier (0 vs 1)



Why did you conclude
that this image is a 0?

Example: Sufficient Reason



Why did you conclude
that this image is a 0?

Because these 
3 white pixels are sufficient

to label the image 0

Example: Sufficient Reason



Why did you conclude
that this image is a 0?

Because these 
3 white pixels are sufficient

to label the image 0

We know that this 
classifier will also 

label this image as a 0

Example: Sufficient Reason



Why did you conclude
that this image is a 1?

Because these 
pixels are sufficient
to label the image 1

We know that this 
classifier will also 

label this image as a 1

Example: Sufficient Reason



The Complete Reason Behind a Decision

disjunction of all sufficient reasons

tractable circuit representation of the complete reason 

Reason Circuit
(for a decision)

avoids computing sufficient reasons explicitly

permits answering questions about sufficient reasons efficiently

Darwiche, Hirth (ECAI 2020)



Decision Bias

E:   passed the entrance exam
F:   first-time applicant
G:  has good grades (GPA)
W: has work experience
R:  comes from a rich hometown

01

F F

G G

G

W W

W

R

R

E

Decision on instance X is biased iff it can be different on an 
instance Y that disagrees with X on protected features only

Theorem: Decision is biased iff each of its sufficient reasons 
contains at least one protected feature

Admissions classifier compiled into an OBDD
Theorem: Classifier is biased iff one of its decisions has a 
sufficient reason with at least one protected feature

Classifier is biased iff one of its decisions is biased



Complete Reason
Robin is admitted. Why?

01

F F

G G

G

W W

W

R

R

E

E:   passed the entrance exam
F:   first-time applicant
G:  has good grades (GPA)
W: has work experience
R:  comes from a rich hometown

monotone circuit
existential quantification in linear time

Decision not Biased

obtained in linear time
(OBDD, Decision-DNNF)

Reason Circuit

FG

and

W

or

and

or

and

R

and and

or

and

E

andand

or

Robin



Computing the Reason Circuit

0 1

¬A A

¬B B

¬C C

and and

or

and and

or

and and

or

and

or

and and

or

classifier

0 1

¬A A

¬B B

¬C C

and andand and

or

and

or

and andand

or

andand

or

and andand

or

consensus
Instance: not A,B,C

0 1

¬A A

¬B B

¬C C

and andand and

or

and

or

and andand

or

andand

or

and andand

or

filtering
Reason Circuit



What else 
can be done with 
Reason Circuits?

Susan would still be admitted even if she did not 
have a high GPA because she passed the entrance
exam and comes from a rich hometown.

On The Reasons Behind Decisions. 
Darwiche & Hirth (ECAI 2020)



Decision and Classifier Robustness



Hamming Distance



Decision Robustness

• How many features do we need to flip, to flip the classifier’s decision?
• Decision robustness is coNP-complete
• Linear time in an OBDD

Shih, Choi, Darwiche (PGM 18)



Example: Robustness

most robust 1:
robustness 3

most robust 2:
robustness 13



Classifier Robustness

the expected robustness, averaged over all possible 2n inputs

Shi, Shih, Darwiche, Choi. KR 2020



Classifier Robustness



Classifier Robustness

NN1:
98.18% accuracy
1,298 nodes
3,653 edges

11.77
average robustness

27
max robustness

NN1

NN2

NN2:
96.93% accuracy
203 nodes
440 edges

3.62 
average robustness

13
max robustness

http://reasoning.cs.ucla.edu/xai

Shi, Shih, Darwiche, Choi. KR 2020



Verification: Monotone Classifiers

Positive decision remains positive if we flip some features from – to +.

If instance (+,-,-,+) gives positive decision, these also give positive decision:
• (+,+,-,+)
• (+,-,+,+) 
• (+,+,+,+)

Educational Testing: 
Susan’s correct answers include Jack’s correct answers
Susan should pass if Jack passed

Credit Application: 
Susan and Jack have the same characteristics, except that Susan has a higher income
Susan should be approved if Jack is approved

Shih, Choi, Darwiche (PGM 18)



Verification: Monotone Classifiers Shih, Choi, Darwiche (PGM 18)

• Quadratic complexity on OBDDs

• Educational assessment classifier not monotone 
(threshold ½)

• Cancer classifier not monotone 
(threshold .02 based on BI-RADS assessment scale)
• Two patients, same mammography report except for personal history. 
• One with personal history à Benign
• One with no personal history à Malignant



Reasoning about the Behavior of ML Systems

new role for symbolic AI & CS methods 

Reason About What Was Learned

compile-then-reason paradigm

(VNN community: other techniques including SAT) 

Systems 1 / 2 (thinking fast and slow), reflection, meta-reasoning





Logic For Computation
reducing NP & ‘Beyond NP’ problems to logical reasoning

PPPP

NPPP

PP
NP

((A or B) and (not C)) or (not B and D)

complete problems (probabilistic reasoning & ML)

tractable Boolean circuits (essence of computation)

prototypical problems (on Boolean formula)

complexity classes



Boolean Circuits

NP SAT

complexity classes

Circuit input that generates 1-output?



Boolean Circuits

PP MAJ-SAT

NP SAT

complexity classes

Majority of circuit inputs generate 1-output?



Boolean Circuits

Y Z

NPPP
E-MAJ-SAT

PP MAJ-SAT

NP SAT

complexity classes

Y-input under which majority of Z-inputs generate 1-output?



PPPP
MAJ-MAJ-SAT

Boolean Circuits

Y Z

NPPP
E-MAJ-SAT

PP MAJ-SAT

NP SAT

complexity classes

Majority of Y-inputs under which majority of Z-inputs generate 1-output?

MPE

MAR

MAP

SDP

probabilistic reasoning



Boolean Circuits

PP MAJ-SAT

NP SAT

complexity classes

Majority of circuit inputs generate 1-output?

Count of circuit inputs that generate 1-output? (#SAT) 

Weighted count of circuit inputs that generate 1-output? (WMC)

w(x0=0), w(x0=1)  …  w(x3=0), w(x3=1) 
weights



NP-complete query
Most Probable Explanation (MPE)



PP-complete query
Marginal Probabilities (MAR)



NPPP-complete query
Maximum a Posterior Hypothesis (MAP)



PPPP-complete query
Same-Decision Probability (SDP)

78.7% chance you will still make 
the same decision after collecting 
the blood and urine tests.

Decision is 
Pregnant=no

Darwiche & Choi, PGM 2010



A

C

B

FFF
TFF
FTF
TTF
FFT
TFT

FTT
TTT

Pr(.)CBA
ACABA || qqq

ACABA || ¬qqq

ACABA || qqq ¬

ACABA || ¬¬ qqq

ACABA ¬¬¬ || qqq

ACABA ¬¬¬¬ || qqq

ACABA ¬¬¬¬ || qqq

ACABA ¬¬¬¬¬ || qqq

Darwiche, KR 2002

On Probabilistic Reasoning by Weighted Model Counting. Chavira and Darwiche, AIJ 2008




