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\mathbf{x}_{v}^{(l)}=\operatorname{COM}^{(l)}\left(\mathbf{x}_{v}^{(l-1)}, \operatorname{AGG}^{(l)}\left(\left\{\left\{\mathbf{x}_{u}^{(l-1)} \mid \mathbf{x}_{u} \in \mathcal{N}(v)\right\}\right)\right) \quad l \in[L] \text { and } \mathbf{x}_{v}^{(0)}=\mathbb{1}_{\operatorname{Col}(v)}\right. \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{AGG}^{(l)} & : \text { is any aggregation function } \\
\operatorname{COM}^{(l)}(\boldsymbol{v}, \boldsymbol{u}) & : f\left(\boldsymbol{A}^{(l)} \boldsymbol{v}+\boldsymbol{C}^{(l)} \boldsymbol{u}+\boldsymbol{b}\right) \\
f(x) & =\min (\max (x, 0), 1) \\
\mathcal{F}^{l} & \left.=\mathcal{F}\left(\boldsymbol{X}_{G}^{(l)}\right)=\left\{\mathbf{x}_{v}^{(l+1)} \mid \text { for all vertex } v \text { in } G\right\}\right\} .
\end{aligned}
$$

Finally, given a function CLS the node classification of a vertex $v$ in $G$ is defined by
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\mathcal{A}(G, v)=\operatorname{CLS}\left(x_{v}^{(L)}\right) \in\{\text { true, false }\}
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Finally, given a function CLS the node classification of a vertex $v$ in $G$ is defined by
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## Some Properties:
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## Some Variants:

1. Model ACR-GNN: $\mathbf{x}_{v}^{(l)}=$ $\mathrm{COM}^{(l)}\left(\mathrm{x}_{v}^{(l-1)}, \mathrm{AGG}^{(l)}\left(\left\{\mathrm{x}_{u}^{(l-1)} \mid \mathrm{x}_{u} \in \mathcal{N}(v)\right\}\right)\right.$, ReadOut $\left.\left.{ }^{(l)}\left(\left\{x_{u}^{(l-1)} \mid x_{u} \in G . V\right\}\right\}\right)\right)$
2. AC-FR-GNN: ReadOut applied only to the last layer.
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On a drive to exploit the node classification with respect to our paradigm of logic we introduce the definition as follows:

Example of a logical classifier:
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## Definition (AC-GNN as Node-Colour Classifier)

A GNN classifier $\mathcal{A}$ captures a logical classifier $\varphi(x)$ if for every graph $G$ and node $v$ in $G$, it holds that $\mathcal{A}(G, v)=$ true if and only if $(G, v) \models \varphi$.

Observations:

1. The model suffers from the flow of information of local aggregations that cannot travel further than a fixed distance $L+1$.
2. Global information will only be captured when ReadOut function is incorporated.

Applications:

1. In the realm of geometric deep learning GNN are used vastly under tasks that fall under node classification.
2. There are also some tasks that fall under Edge prediction: Citation prediction, Probable Co-Author prediction.
3. Hybrid tasks.
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- Suppose AC-GNN $\mathcal{A}$ with number of layers $L \in \mathbb{N}$ can satisfy $\delta(v)$ for any graph $G$.
- Take $G=P_{L+2}$ that is a path graph of length $L+2$ such that
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- Although $\left(P_{L+2}, v\right) \models \delta$, $\mathcal{A}\left(P_{L+2}, v\right)=$ false, no matter what we choose for CLS, AGG or COM.
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- Suppose AC-GNN $\mathcal{A}$ with number of layers $L=|G \cdot E|$ can satisfy $\delta(v)$ for any graph $G$.
- Consider a disconnected graph with two components

$$
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Clearly, AC-GNN neither satisfy $\mathrm{FO}_{2}$ formula nor $\mathrm{FOC}_{2}$.

1. So what kind of logic family can AC-GNN capture?
2. And what model should capture $\mathrm{FOC}_{2}$ ?

## Graded Modal Logic

## Definition

If every bound variable in a $\mathrm{FOC}_{2}$ formula involves an edge constraints with it we will call them graded modal logic. Thus a graded modal formula $\varphi$ is of form:
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\end{equation*}
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## Proposition

Each graded modal logic classifier is captured by a simple homogeneous AC-GNN.
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Barceló et al. [2020] at ICLR 2020.
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## Converse

## Proposition

If AC-GNN captures a logic formula $\alpha$, then $\alpha$ is a graded modal formula.

1. Seeks help of Weisfeiler-Lehman (WL) test - a heuristic when applied to two graphs separately it returns some partitions of vertices for each of the graphs. If they do not agree on each other then we can say the graphs are non-isomorphic.
2. WL-Test and AC-GNN.
3. GML and WL-Test.

## Converse (ii)

Proof. We would take help of the following propositions:

1. If the WL test assigns the same color to two nodes in a graph, then every AC-GNN classifies either both nodes as true or both nodes as false. [Xu et al., 2018]
2. Let $\alpha$ be a unary FO formula. If $\alpha$ is not equivalent to a graded modal logic formula then there exist two graphs $G, G^{\prime}$ and two nodes $v$ in $G$ and $u^{\prime}$ in $G^{\prime}$ such that $\operatorname{Unrv}_{G}^{L}(v) \simeq$ isomorphic $\operatorname{Unrv}_{G^{\prime}}^{L}\left(u^{\prime}\right)$ for every $L \in \mathbb{N}$ and such that $u \models \alpha$ in $G$ but $u^{\prime} \not \models \alpha$ in $G^{\prime}$. [Otto, 2019].

Let G be a graph (simple, undirected and node-colored), $v$ be a node in $G$, and $L \in \mathbb{N}$. The unravelling of $v$ in $G$ at depth $L$, denoted by $\operatorname{Unrv}_{G}^{L}(v)$, is the (simple undirected nodecolored) graph that is the tree having:

- a node $\left(v, u_{1}, \ldots, u_{i}\right)$ for each path $\left(v, u_{1}, \ldots, u_{i}\right)$ in $G$ with $i \leq L$,
- an edge between $\left(v, u_{1}, \ldots, u_{i-1}\right)$ and $\left(v, u_{1}, \ldots, u_{i}\right)$ when $\left\{u_{i-1}, u_{i}\right\}$ is an edge in $G$ (assuming that $u_{0}$ is $v$ ), and
- each node $\left(v, u_{1}, \ldots, u_{i}\right)$ colored the same as $u_{i}$ in $G$.

Then we can observe that
3. Let $G$ and $G^{\prime}$ be two graphs, and $v$ and $v^{\prime}$ be two nodes in $G$ and $G^{\prime}$, respectively. Then for every $L \in \mathbb{N}$, the WL test assigns the same color to $v$ and $v^{\prime}$ at round $L$ if and only if there is an isomorphism between $\operatorname{Unrv}_{G}^{L}(v)$ and Unrv ${ }_{G^{\prime}}^{L}\left(v^{\prime}\right)$ sending $v$ to $v^{\prime}$.

Now from observation 1 and 3 , we can conclude the follow:
4. Let $G$ and $G^{\prime}$ be two graphs with nodes $v$ in $G$ and $v^{\prime}$ in $G^{\prime}$ such that $\operatorname{Unrv}_{G}^{L}(v)$ is isomorphic to $\operatorname{Unrv}_{G^{\prime}}^{L}\left(v^{\prime}\right)$ for every $L \in \mathbb{N}$. Then for any AC-GNN $\mathcal{A}$, we have $\mathcal{A}(G, u)=\mathcal{A}\left(G^{\prime}, u^{\prime}\right)$.
We will now prove the contrapositive of the statement to be proved - If a logical classifier $\alpha$ is not equivalent to any graded modal logic formula, then there is no AC-GNN that captures $\alpha$.

Let $\alpha$ be a logical classifier that is not equivalent to any graded modal logic formula. To contradict, let us assume there exists an AC-GNN $\mathcal{A}_{\alpha}$ capturing $\alpha$. By observation 2, there exist two graphs $G, G^{\prime}$ and two nodes $v$ in $G$ and $u^{\prime}$ in $G^{\prime}$ such that i) $\operatorname{Unrv}_{G}^{L}(v) \simeq \operatorname{Unrv}_{G^{\prime}}^{L}\left(u^{\prime}\right)$ for every $L \in \mathbb{N}$ and ii) such that $u \models \alpha$ in $G$ but $u^{\prime} \not \models \alpha$ in $G^{\prime}$. But as i) holds by observation 4 , we can say $\mathcal{A}(G, u)=\mathcal{A}\left(G^{\prime}, u^{\prime}\right)$ - violating to ii) and hence the contradiction that $\mathcal{A}_{\alpha}$ can capture $\alpha$.

```
Otto [2019], Xu et al. [2018]
```
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