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1 Introduction: the milieu

On innumerous occasions in our everyday life we are forced to make decisions on the basis of in-
complete information that we acquire regarding the current state of affairs. While playing poker,
we are forced to decide whether to bet without having any idea about the opponents’ hands. We
have imperfect information about the situation of the game. Scheduling cricket matches in the
nor’westers season is just like a game of chance. There is no guarantee that a match would be
played on the scheduled day, because of the possibility of the sudden storms. One has to depend
on weather forecasts which are invariably incomplete in terms of their information content.

Thus, more often than not we are in imperfect information situations, where we do not know
whether a relevant fact is the case or not. But even though we do not have the precise informa-
tion, some decisions are usually needed to be taken. Then, we rely not only in what we know, but
also in what we believe. Though we do not know if it will rain this afternoon or not, we usually
find one case more plausible than the other, and we act based on our assumptions about the world.

Evidently, ‘belief’ is rather a dynamic notion: at this moment we may believe that it will
not rain this afternoon, but our belief will change if we see the sky getting darker. Studying the
dynamic nature of beliefs is the main motivation behind the emergence of Belief Revision, the field
focussed on the process of updating beliefs, as well as revising them to consistently accept a new
piece of information. It is basically the product of two converging research traditions. The first
one has a computer science flavor, with its origins in the development of procedures to update
databases (for example, the truth maintenance systems of [18] and, more recently, [13] and [14]);
the second one is more philosophical, and has its origins in the discussion of the mechanisms by
which scientific theories develop, proposing requirements for rational belief change (for example,
the studies of [40, 41] and [32]).

But in general, when new information arrives, it does not show up just from one source: we
can get information about the weather by listening to the radio, looking at some webpage, asking
a friend and even by looking at how cloudy the sky is. Of course, not all the sources are equally
trustworthy: we find a rain prediction of the forecast on internet more reliable than the sunny day
prediction of an enthusiastic friend. Rather than revising our beliefs to accept a single incoming
piece of information, we merge the information coming from the different sources (including our
current beliefs), taking into account the different reliability of each one. This is the main motiva-
tion behind the field appropriately called Belief Merging.

And we can imagine an even more realistic case, where the different sources of information
indicate not only beliefs about the facts in discussion but also opinions about themselves. It is
possible to find a radio broadcasting stating not only that it will rain this afternoon but also that
we should not trust in anyone who says the opposite.
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In the present work we propose a further extension of the formal studies of belief merging,
with an aim of making it closer to the reality. We consider situations where the different sources
of information (considered as agents) have opinions about each other also. In section 2 we present
a brief survey of the main traditions in the formal studies on merging of information. Section
3 comprises of the main contribution of this work, presenting a logic in which we can express
agent’s opinions about facts and other agents (LO) and then extending it to express beliefs and
also preferences of agents over other agents (LOB™). Some discussions are provided, pointing
towards the interactive nature of these epistemic attitudes. Finally, in section 4 we discuss our
general conclusions and and give pointers for further work.

2 The vast realm of approaches

In the literature one can find many proposals for postulates and procedures to revise and merge
beliefs. Here we provide a brief description of the main ideas that are being nurtured in these
fields. Over the years, different approaches to the problem have been proposed, some from a
logical point of view but some others from a connectionist perspective. We give a small survey of
the most relevant works in both the areas.

2.1 Revising vs merging

Belief Revision focusses on the process of modifying beliefs so as to accept a new piece information
in a consistent manner. One of the most important traditions in the field is the AGM model
introduced in [1]. Following the philosophical origins of the field, the authors discussed a set
of postulates for rational revision - properties that an operator that performs revision should
satisfy in order to being considered rational. The AGM approach “analyzes belief change without
committing to any particular mechanism, providing just abstract postulates on the process” ([51]).

The AGM approach contains two asymmetries in its formulation. The first one is the prece-
dence of incoming information over current beliefs (current beliefs should change to accept the
new information consistently); the second one is the richer structure assigned to the belief set (a
collection of formulas, sometimes with an underlying structure) compared with that of the incom-
ing information (just a formula). While theories of non-prioritized belief change have emerged to
tackle the first issue ([31, 44]), other kinds of generalizations have surfaced with works consider-
ing the aggregation of finite sets of information, all of them with similar structure and arbitrary
precedence, into a collective one. Instead of revising beliefs, we merge all available information:
this is the main idea behind Belief Merging ([34, 35, 36]).

It is also interesting to notice that the aggregation procedure in Belief Merging faces problems
similar to those addressed in Social Choice Theory. Both fields consider several sources of infor-
mation with different precedence (based on reliability in Belief Merging, priority in Social Choice),
which provide an order over the relevant entities (beliefs about the current state of affairs in Belief
Merging, preferences over a set of options in Social Choice). Links between these two disciplines
have been investigated in [34, 37, 19, 21|, among others.

2.2 Different approaches

As various other analogous research areas, revising and merging beliefs can be studied from two
perspectives: an abstract one providing and discussing properties of ideal solutions, or a more
practical one providing solutions and verifying which properties they satisfy. While providing a
specific procedure to get solutions, several approaches may be considered — in the area of revising
and merging of beliefs, two have been used most extensively: logical approaches, providing models
and formal languages to describe the relation between the input and output of the revising and
merging mechanisms, and connectionist approaches, considering the phenomena as the emergent
processes of interconnected networks of simple units (usually, neural network models).



2.2.1 Logical approaches

There are several approaches that use modal logic tools. Authors like André Fuhrmann [20], Johan
van Benthem [50] and Maarten de Rijke [15, 16] showed how theories of change can be analyzed
with the help of “dynamic modal logic”. By using a multi-modal language, dynamic logic allows
to express the effect of actions: formulas of the form [a]y indicating that ¢ is the case after every
execution of the action a. Moreover, it allows us to build more complex actions from the basic ones
— we can have formulas expressing the result of sequential or parallel composition of actions or
even, non-deterministic choice between them. The following works incorporate revising (merging)
operations as actions within a modal language.

Dynamic Dozastic Logic (DDL) [47, 48] was introduced “with the aim of representing the
meta-linguistically expressed belief revision operator as an object-linguistic sentence operator in
the style of dynamic modal logic” [39]. The main operations in Belief Revision are, after all,
actions and hence, we can use the dynamic logic framework to describe belief change. In DDL,
we have (doxastic) actions of the form +¢ for expansion by ¢, —p for contraction and *¢ for
revision. Semantically, the idea is that a belief state should not only represent the agent’s beliefs
but also how she would respond to new information. Based on the work of Lewis [42] and Grove
[29], Segerberg proposed that a belief state can be represented with a non-empty set of theories
and a doxastic action can be represented with a binary relation between belief states. Then, the
effect of a doxastic action in a belief state is described as a change to another belief state following
the corresponding relation.

There is another major manifestation of the “dynamic turn” in logic: Dynamic Epistemic Logic
(DEL) is the combination of two traditions in formal logic: Epistemic Logic (EL) and Dynamic
semantics. While Epistemic Logic is concerned with reasoning about knowledge, the main idea in
Dynamic Semantics is that “the meaning of a syntactic unit is best described as the change it brings
about in the state of a human being or a computer” [25]. In DEL languages, an EL language is
extended with operators that describe information-changing actions. On the semantics side, such
operators differ from the usual modal ones in that they are not interpreted as relations between
worlds, but as operations that modify the whole model. In Public Announcement Logic (PAL,
[46, 24, 25]), for example, the public announcement operation removes those worlds of the model
where the announced formula is false.

In [6], the authors extended the PAL framework by using Kripke structures to represent not
only the epistemic state but also epistemic actions: actions about which the agents may be
incompletely informed. The epistemic state after the execution of an action is obtained by what is
called product update, reflecting the idea that the uncertainty of an agent about a situation after
an action takes place is the result of her uncertainty about the situation before the action and
her uncertainty about the action ([56] provides a nice presentation of product update and other
dynamic epistemic logic topics). Further extensions can be found in [8, 7], where the notion of
belief has been incorporated, allowing us to describe agents with knowledge and beliefs about the
situations and also about the executed actions. With this notion of dozastic action, it is possible
to deal with both static and dynamic belief revision and also “implement various belief-revision
policies in a unified framework” [9)].

One of the main conceptual contributions of [6] was to put the description of the static situation
and that of the actions at the same level. In [52], van Benthem further extends this symmetry
by noting that product update (updating of the epistemic state through an epistemic action) is
actually an aggregation of the (epistemic) relations of the static model and those of the action
model. Aggregation is usually conceived as merging of different relations over the same domain;
product update generalizes it by merging different relations over different domains. When we
perform product update, two new items are built: the new domain (as the cartesian product of
the previous ones) and a relation over it (based on the previous relations). In the paper, the author
introduces a static modal language with modalities for the weak and strict versions of the ordering



relation, whose logic is similar to the one presented in [53]; on top of which he adds the dynamic
operators working as product updates following a priority update rule, reflecting the general idea
of the Andreka et. al. approach, described below.

In [2], Andreka et. al. present an algebraic treatment for combining relations (which, in
particular, can represent a plausibility order over possible situations). They define the concept
of a priority operator: an operator that, given a family of relations with priority among them,
returns a single relation representing their lexicographic combination. It is shown that priority
operators are the only way of combining relations with different priorities to get a result that
satisfy certain natural conditions, similar to those proposed by Arrow [4] in the context of Social
Aggregation. Moreover, it is shown that any finitary priority operator can be expressed by the
binary operators “||” ( “on the other hand” operator, indicating the aggregation of relations with
the same priority) and “/” ( “but” operator, indicating the aggregation of relations with different
priority). It should be noted how the construction of the aggregation relation is then given by a
sequence of operations that defines the priority among the aggregated individual relations.

In Chapter 6 of [28], Girard presents a modal logic for order aggregation based on these priority
operators. Following approaches for preference logic like [55], he presents a language that allows
us to express not only individual preferences but also their aggregation as the result of operations
between the corresponding relations.

2.2.2 Connectionist approaches

As we mentioned earlier, connectionist approaches consider revising and merging of beliefs as a
result of some dynamics in interconnected networks (i.e., graphs) made up of simple units. At
any point of time, each unit in the network is assigned a value intended to represent some aspect
of that unit; this value is given by an external input depending on some combination of values of
the other units. At each step, values are re-calculated, and hence the effect of the external inputs
spreads to all other units in the network over time. Some of the units are considered output units
and, whenever their values become stable, they are considered as the outcome of the process.
There are many forms of connectionism, but the most common forms use neural network models.

An artificial neural network (NN) is a mathematical model based on a group of simple pro-
cessing elements (neurons) whose behaviour is determined by their interconnections and their
individual parameters. The NN model has its origin in biological neural networks and is typically
an input-output model. They provide an interesting framework to model reasoning: if we consider
the inputs as incoming information, the outputs can be considered as the result of a reasoning
process. Then, an NN can not only represent situations with multiple sources of information (in
general any finite number of inputs), but also represent their non-uniformity (by specifying dif-
ferent ways in which the different inputs will affect the output). This makes neural networks an
attractive tool for modelling merging processes.

Analyzing logical concepts from a connectionist point of view is another stimulating area of
study. An interesting analogy can be found in Gaifmann Pointer semantics ([22, 23]) and the
revision theory of truth developed by Herzeberger, Gupta and Belnap ([33, 30]) which provide a
semantics for sets of sentences with self-reference, by specifying stable patterns among the truth
values (under subsequent revisions of truth values) of the sentences comprising the set. One of the
main features of this revision theory is the backward propagation of truth values along the edges of
some graph representing the set of sentences. A more belief-related approach is that of Bayesian
Belief Nets (see [45, 57]), based on the idea of assigning probabilities to the units of the network
and using the Bayesian rule for the propagation of values.

A related work is the Assertion Networks of [26]. Sources of information (considered as agents)
and facts are uniformly represented as units of the network, and their interconnection represents
opinions of the agents about relevant facts and also about themselves. The approach uses the
graphical framework of Bayesian Belief Nets (though the numerals used are interpreted in a



more deterministic way), and perhaps more crucially, considers the notion of stability of revision
sequences to decide the outcome of the merging process.

The novelty of this setting is that we can now talk about opinions that agents have about other
agents. It is not the case that there is a precedence among the multiple information sources; the
formalism allows each one of them to have similar significance in the situation involving them.
This also involves common concepts in security, like Trust and Obligation ([17, 43]).

Going back to our discussion on neural networks, one of their main drawbacks is the incapacity
to provide an explanation for the underlying reasoning mechanism, that is, the incapacity to
provide a logical description of the merging process. Several attempts have been made to provide
some relation between inputs and outputs in connectionist models.

In [12], the authors discussed some of the main problems in the knowledge extraction methods
of neural network models and proposed a way for these drawbacks to be amended. The basic
ideas are to incorporate a partial order on the input vectors of the net and to use a number of
pruning and simplification rules. For a class of networks, the regular ones, the algorithm is sound
and complete. For the non-regular networks, it is shown that they contain regularities in their
subnetworks, and the previous method can be applied in a decompositional fashion.

In [38], the author described interpreted dynamical systems. A dynamical system is in essence
a neural network: we have states representing the neurons and a next-state function representing
the connections between them. With an interpretation mapping, we identify formulas of the
propositional language with states.

The internal dynamics of the system is given by stepwise iteration of the next-state function.
External information modifies the internal flow, affecting the next state of the one to which it
is plugged. The resultant dynamics of the system are described in terms of qualitative laws for
which a satisfaction clause is defined. Moreover, it is shown that the resulting descriptions are
related to systems of non-monotonic logic. The relation between non-monotonic logic systems and
the symbolic representation of the reasoning process performed by neural networks is of particular
relevance, as shown not only in [38], but also by [5] and [11], among others.

3 Merging opinions, preferences and beliefs

Real life communication situations are possibly the best exemplification of this merging of infor-
mation. Various approaches to model this blending of information, both from the formal as well
as the connectionist point of view, have been discussed extensively in the previous section. As
evident from the existing literature, the formal framework provides a much more global approach
regarding ‘what can be achieved’ or ‘what is the final outcome’, but does not give an account of
the mutual influences and nuances of the agents involved, which has been brought to the fore by
the connectionist approaches. The primary goal of this work is to provide a formal framework
that describes the ‘micro-structure’ of the communication networks and capture a reasonable way
of amalgamating all the information coming from different sources so as to bring out the global
behavior of the system.

Our proposal is based on the approach of [26], where an Assertion Network takes the per-
spective of an external observer that collects opinions of relevant agents about some particular
facts. Both agents and facts are represented as nodes of a graph, and opinions of the agents about
themselves and the facts are represented by labelled edges. We emphasize the fact that agents are
not represented by their preferences, beliefs or knowledge, but as tangible objects in the model.

The starting situation is given by some initial assignment, indicating the degree of belief (nu-
merical values) the observer has about each agent and fact (each node). Then, just as connectionist
networks, the process through which the observer merges the different agents’ opinions and her
own initial beliefs is represented by the iterative updating of such values until a stable value is
reached (which in general is not the case, e.g. Liar sentence).



We consider a semantic model close to the described one. It consists of a graph with two
kinds of nodes, one representing agents and the other representing possible situations. We give
a logical perspective here, and as such, develop a language for describing such a model. Since
agents are represented by nodes, it is natural to consider a language that allows us to name such
nodes. Our work is based on the hybrid logic approach ([3]) which provides a way to talk about
individual states. In this section, we formally define the languages as well as the semantic models,
and provide sound and complete axiom systems for them. The logics that we discuss here are
devoid of any dynamic component, which we leave for future investigations. A short discussion of
the interesting issues that arise from the notion of dynamics is in section 4.

Before proceeding further, it should be noted that the distinction made between “belief” and
“opinions” is that, we understand “opinion” as a first-order concept while “belief” is a concept
that can be extended to higher orders. In the logic of opinions, LO, that is proposed below,
we can express agent’s opinions about facts and about each other; opinions about opinions are
meaningless for the framework. On the other hand, the logic of opinions and beliefs, LOB~, an
extension of LO, allows us to express agent’s beliefs about facts and about each other, and also
belief about beliefs, and so on. We also introduce formulas to express agents’ preferences over
other agents, which is an useful tool in representing communication situations, but aggregation
of preferences so as to model the effect of group preferences is not discussed here. We leave this
issue for the future.

3.1 Logic of opinions

The logic of opinions basically represents situations comprising of agents and events, together
with opinions of agents about these events and also about other agents. Events are expressed by
propositional variables, nominals and their boolean combinations, whereas agents are expressed
by agent-names. The world-names (nominals), besides giving us uniformity by allowing us to
name all nodes in our graph, allows to talk about agent’s opinions not only about propositions
that may be true in certain situations (several worlds) but also about any such complete world’s
descriptions. The language of this logic (LO) is given as follows:

Definition 3.1 Let PROP be a set of atomic propositions, AG be a set of agent-names and NOM
be a set of world-names (nominals). Formulas ¢ of LO are inductively defined by:

pi=plLlif-¢pleny[[Ha:e[[-a:@[(Ha:b](-)a:b]Qp

where p € PROP, i € NOM and a,b € AG. We assume a restricted language in the sense that
nesting of opinion modalities are not allowed. In formulas of the form [+]a : ¢ and [~]a : ¢, @’s
are restricted to atomic propositions, nominals and their boolean and Q; combinations.

Other connectives (V, — and «) are defined as usual. The diamond version of opinion formulas
(+)a: ¢ and (—)a : ¢ are defined as the duals over their box counterparts: (+)a : ¢ < —[+]a : -
and (—)a : ¢ < —[—]a : —, respectively.

The intended meaning of formulas of the form [+]a : ¢ ([—]a : ¢) is “agent a has positive
(negative) opinion about ¢”. Similarly, formulas of the form (+)a : b ((—)a : b) are read as “agent
a has positive (negative) opinion about agent b”. It should be noted that, in the language of LO,
agent-names just appear in opinion formulas.

For the semantic model, we consider graphs with two kinds of nodes: agent-nodes representing
agents and world-nodes representing possible situations. Relations between such nodes indicate the
agents’ opinions about possible situations and other agents. The basic link between the semantic
model and the language is given by a couple of functions, a standard hybrid valuation indicating
the world-nodes where elements of PROP and NOM are true (with each ¢ € NOM being true at
one and only one world-node, as usual) and a naming function assigning a different agent-node to
each element of AG. Formally, we have the following.



Definition 3.2 An opinion model is a structure M = (W, A, R, R~, 0,07, V, N) where
o W is the set of world-nodes,
o A is the set of agent-nodes (with A disjoint from W),
e RT C Ax W is a serial binary relation from agent-nodes to world-nodes,
e R~ CW x W is a serial binary relation from agent-nodes to world-nodes,
e O C A x A is a binary relation from agent-nodes to agent-nodes,
e O~ C A x A is a binary relation from agent-nodes to agent-nodes,

e V: PROPUNOM — 2W is a standard hybrid valuation (that is, for each i € NOM, V(i)
is a singleton), indicating the world-nodes where atomic propositions and nominals are true,
and,

e N: AG — A is an injection assigning a different agent-node to each agent-name.

The opinion model M is named if every world-node in the model is the denotation of some nominal,
that is, for each w € W, there is a nominal i € NOM, such that V(i) = {w}.

We emphasize the fact that the set of world-nodes and that of agent-nodes are disjoint. Al-
though M is a graph consisting of both these kind of nodes, atomic propositions and nominals
get truth values only in world-nodes, and therefore formulas of the language are evaluated just in
them. While the valuation V allows us to give truth value to atomic propositions and nominals
in the standard way, the naming function N and the opinion relations (R™ and R~ for opinions
about facts, O and O~ for opinions about agents) allow us to take care of opinion formulas by
just looking at the outgoing arrows from the agent-nodes named after the agent-names. Negations,
conjunctions and the @Q; operator are defined in the usual way.

Definition 3.3 Let M = (W, A, RT,R~,0%,07,V,N) be an named opinion model. The truth
definition for formulas ¢ in M at a world w is given below.

MwkEDp iff weV(p)
Mow i iff {w}=V()
M7U/':_‘§0 Zﬁ Mvwl#sp

M,w k=AY iff M,wkEeand MywE1p
o iff  forallue W such that N(a)RTu, M,u = ¢
[<la:e¢ iff forallu €W such that N(a)R u, M,u = —p
:b iff N(a)OTN(b)
:b iff N(a)O~N(b)
Q;p if M,u @, where V(i) = {u}

where p € PROP, i € NOM and a,b € AG.

It follows that M,w |= (+)a : ¢ iff there exists u € W such that N(a)RTu and M,u = ¢,
and M,w = (=)a : ¢ iff there exists u € W such that N(a)R™u and M,u = —¢. Note that by
the above definition, the opinion formulas are either true or false in a model.

A communication situation representing agents’ opinion about events and about each other
can be described by finite conjunction of the modal formulas introduced above. For example, the
formula —[+]a : ¢ A =[—]a: ¢ is read as “the agent does not have any opinion about ¢”, whereas
([+]a : ¢ A [=]a : @) corresponds to a being undecided about . In terms of epistemic attitudes
of an agent, there is a difference between having no opinion and being undecided about a certain
event. One can be undecided whether to take an umbrella or not while she is going out, but she
may have no opinion about who should win the next US presidential elections, as she is simply not



interested in the issue. In terms of opinions concerning other agents, these attitudes are typically
indistinguishable. Moreover, because of the way we have interpreted the modal formulas which is
independent of the states, the intuitively inconsistent formulas like [+]a : ¢ A [+]a : ¢ as well as

[<]a: ¢ A [-]a: —p are not satisfiable.

Consider the following simple example.

Suppose Professor Calculus wants to know how good a singer Bianca Castafiore is. In
come Thomson and Thompson, and convey the following.

Thomson: “She is a very good singer.”

Thompson: “Ahal I do not think so. I really dislike her singing”

This network of opinions can be represented by the following formula:

[Ha:o A [-lb:p

with a representing Thomson, b Thompson, and ¢ representing the fact that “Bianca Castafiore is
a good singer”. The obvious question here is what would Professor Calculus infer in this situation
of conflicting opinions. We will come back to this example in section 3.2.

Let us now move on to provide a sound and complete axiomatization for LO.

Theorem 3.4 LO is sound and complete with respect to countable named opinion models and its
validities are axiomatized by,

a) all propositional tautologies and inference rules,

b) azioms and rules for @Q;:

FQi(p — q) — (Qp — Q;q)

FQ;p < —~Q;=p

FiAp
F Qi

— Q;p

|— @z] A @jp i @ip
= @j@ip < @ip

if b,

¢) positive opinion axioms and rules:
=)= ([Ha:o—[+a:y)

F [+]a
F[+a
F{(+)a
F{(+)a

then = Q;p

rp— (Haze

A Qo — (Ha

1@ — Qi

for every vt € NOM

(+normal)
(+ser)
(+translation)
(+back)

if b, then - [+]a : ¢, for every a € AG  (+gen)

d) negative opinion axioms and rules:

Fl-la: (e AY) = ([Hla: g = [—a:y)

F[-]a
F{(=)a
F{(=)a

if - =, then b [—]a : ¢, for every a € AG

tp—(tae

IANQmp — (Sap

1 Qi — —Qip

e) agreement axioms:

F{(+)a

F{(—)a
F(+)a
F(-)a

Lo e Q{+)a g

)a: e
b
b

tp— @ (—)a
:b e Q(+)a:
:b - Q(—)a:

(-normal)
(—ser)
(—translation)
(-back)

(~gen)



f) name, paste and substitution rules:

ifFi— @, then @ for i not occurring in p.

ifF(Qi(+)a:j A Qjp) =, then Q(+)a: @ —1  fori#j and j not occurring in
@ ory

if F(Qi(—)a:j A Q=) — 1, thent Qi (—=)a:p — 1 fori# j and j not occurring in
@ ory

if F o, then - oo where o is a substitution that

uniformly replaces atomic
propositions by formulas,
agent-names by agent-names
and nominals by nominals.

Proof. Soundness of the azioms and rules is straightforward. The completeness proof is based on
that of hybrid logic as presented in ([10]); see appendiz A for details. [ |

3.2 Logic of opinions and beliefs

Let us now go back to the example we mentioned earlier, and analyze it further. Evidently, if
Calculus believes Thomson more than Thompson, then he would believe that “Bianca is a good
singer”, otherwise he would believe that “she is not”. In the retrospect, to express such decision
making in presence of conflict in opinions we want to have a language where we can say that if our
belief in @ is more than our belief in b then we may believe in ¢, and if our belief in b is more than
our belief in a, we may believe in —¢. To incorporate the belief strength part, we add operators
B, (belief of a) and =, (a’s preferences among agents) for each agent a to the language of LO, to
form the language of the logic of opinions and beliefs. We first present a very simple logic with
a straightforward axiomatization which does not take into account the interaction between belief,
opinions and preferences. We name it LOB ™, whose language is given in the following,

pi=plLlil=plony|[(Ha:pl{mlarp|(H)a:b](-)a:b[Qip|Bap|azaa,

with the following restriction that ¢ occuring in B, should only be propositions, nominals
and their boolean combinations. We use (B,)p as an abbreviation for =B,—p, and b =, ¢ for
(b>qc) A(c =g b).

The model becomes M = (W, A, R™, R~,07, 07 ,{Rq : a € A},{>4: a € A}, V, N), where for
each a, R, is a serial, transitive and Euclidean relation on W and >, is a reflexive, transitive and
connected relation over A. We name the model as bop model. The truth definition is given by,

M,w = b =4 ciff N(b) >n(a) N(c).
M, w = Byyp iff for all w’ € W such that wRy @ w', M,w" = .

If Professor Calculus is expressed as ¢, then the earlier situations can now be expressed as:

) = (Be)g

((a=cO)A[+lazp A[-]b:¢) —
b:p)— (B

-
((b=ca)Al+]a:o Al=]b:¢)

Let us now provide a complete axiomatization for LOB™.

Theorem 3.5 LOB is sound and complete with respect to countable named bop models and its
validities are axiomatized by,

a) LO azioms and rules

b) if b then F Buy



c) belief axioms:

Ba(p — q) = (Bap — Baq)
(Ba)@Qip — Q;p

Bai — (Ba)i

Bui — BuByi

—~Byui — By—Byi

d) paste rule:
if F Q;(Bg)j NQ;p — o, then F Q;(By)y — ¢, where, i # j and j not occurring in ¢ or ¢
d) belief order axioms:

brgyb
(bzac)A(czqd) = (b=qd)
(bzac)V(czab)

(b= c) = Qb =, ).

Proof. Soundness of the axioms and rules is once again straightforward. For the completeness
proof, which is an extension of that of LO, see section B. |

It is evident that the logic LOB™ is suitable for expressing communication situations, but to
reason in these situations we definitely need some axioms or rules that brings out the correspon-
dence between opinions, preferences and beliefs, which this logic does not provide for.

In what follows we make some preliminary ventures into providing bop models with different
properties depicting some such intuitive correspondences and finding out the logical validities that
follow from such properties of the models.

Consider M = (W, A,R™,R~,07,07 ,{Ry : a € A},{>4: a € A},V,N) to be a bop model.
Let us now list some intuitive interactive properties in this model, with the validities they ensure.

e Positive and negative opinions may lead to preferences: b € Ranp+(a) and ¢ € Rangp-(a)
imply b >, c.

validity: (+)a:bA(=)a:c— b=, c
e Preferences help in decision making under conflicting opinions: a >. b implies for each

w e W, 3w € (Rang+(a)\Rang- (b)), such that wR.w’, and 3w € (Rang- (a)\Rang+ (b)),
such that wR.w".

validities: (@ =.bA[+]a: @ A [=]b: p) — (B,
(b>=can[+]a:o A[=]b: @) — (B)ep.
It can be easily seen that we can model the communication situation expressed in the example
in section 3.1, and reason about it in bop models satisfying one of the conditions given earlier. But
this is a very simple case of interaction between opinions, belief and preferences. As is evident, a

careful and systematic study remains to be done to bring out all such plausible interactive prop-
erties. This also gives rise to the following interesting issue:

Question What would be a complete axiomatization of the full interactive logic of beliefs, opin-
ions and preferences?

To give the readers an idea about what we intend to model, let us refer back to the example
in the previous subsection, and make it a little more complicated:
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While Professor Calculus was mulling over whether to believe Thomson more than
Thompson, Captain Haddock enters the scene and observes:

Haddock: “Thomson and Thompson are a pair of jokers. Do not rely on any of them”

Obviously, if Calculus had a high opinion of Haddock, then he will not be able to come to any
conclusion regarding the singing quality of Bianca, whatever Thomson and Thompson say. The
model should be able to reason about these detailed intricacies also.

4 Conclusion

The paper brings out the ‘micro-structure’ of the communication networks describing the mutual
influences of the agents over themselves as well as the events involved, together with their effect
on the different epistemic attitudes of the agents, viz. beliefs, opinions, preferences, in a logical
framework. Thus, a first attempt is made towards capturing the hitherto unheralded territory of
the mutual enhancing and dampening effects of communication between agents from the logical
point of view, which have been aptly described in the connectionist approaches.

It is natural, for example, to ask for opinions to lead to preferences, that is, if an agent a has a
positive opinion about another, say b but a negative opinion about some other ¢, then she should
prefer b over c¢. Such properties are reasonable when considering the outcome of the merging, and
they can occur anywhere in the merging process, be as an initial information, or an intermediate
step or as a final outcome. As it stands, LOB~ describes a very general (logical) framework
with which we can express static opinions, preferences and beliefs of agents, without particular
restrictions on the relations between them. What we need to do now is to find a complete list
of desired interactive properties between beliefs, opinions and preferences (belief strengths) that
the bop model should satisfy, and then add a dynamic component in the existing framework to
take care of the merging process. This dynamic component should modify the model (i.e., should
modify opinions, preferences and beliefs) with reasonable operations in order to get all the desired
properties mentioned above. As in the works of [26, 27] (in connectionist systems, as well), the
dynamicity does not need to be just one action, but a collective iteration of operations; that will
end whenever we have reached a model with the desired properties, that is, an iteration of some
model-changing operations that end in a stable situation.

Clearly enough, this is not the only kind of dynamics that can be studied. Consistent opinions,
beliefs and preferences may also change due to new incoming information. One of the many
possibilities is to introduce suggestions; announcements about beliefs made by some agent: if
Professor Calculus has a good opinion about Captain Haddock, then any suggestion of the latter
will modify the beliefs of the former. Some further avenues of investigation are mentioned below.

Aggregation of preferences Together with individual preferences, the notion of group prefer-
ences as introduced in [28], which is an emerging area of study can well be incorporated into the
framework provided and will add in the expressiveness of the logic. A detailed study of the various
notions of preferences as well as their properties and their effects in communication with a focus
on the interplay of preferences and beliefs in such situations is also a project worth pursuing.

Dynamic notions We have already talked about introducing the notion of dynamicity to the
framework in the form of ‘suggestions’ which affect the opinions of agents regarding certain events.
A host of existing notions of dynamicity can be added to the language of LOB™ so as to study
their effects. To name a few, the notions of soft beliefs [51], preference upgrade [54], lexicographic
upgrade [51], elite change [51], agent promotion [28] and others. One can also study the effects of
the change in opinions about agents, change in opinion about events on that of agents and vice
versa which will bring this study closer to that in [27].

11



A Completeness for LO

The completeness proof follows the idea of that appearing in chapter 7.3 [10]. Let X be a consistent
set of formulas of LO, with PROP, NOM and AG the sets of atomic propositions, nominals and
agent-names, respectively. We extend ¥ to a named and pasted maximal consistent set X+. We
define the sets of formulas A; (for i € NOM) and A, (for a € AG) as follows:

A = {p|Qpexty
Ay = {(Ha:p|(HapeBtU{(—la:p|(+)a:peXt}U
{(H)a:b|(+)a:beXTU{(-)a:b|(—)a:be Xt}

We call A; a named world yielded by ¥+, and A, a named agent yielded by 1. Note that for
each a € AG, A, is non-empty, because of the gen and ser axioms. So for different agent-names
a and b, A, and A, are different sets.”

From ¥*, we build the model M = (W, A, RT™, R=,07,0~,V,N) as follows:

o W :={A;]|A;is a named world yielded by X7},
o A:={A,| A, is a named agent yielded by X7},

o A RTA; iff for all non-opinion formulas ¢, p € A; implies (+)a : ¢ € A,

A R™A; iff for all non-opinion formulas ¢, ~¢ € A; implies (—)a : p € A,,
o ALOTA, iff (+)a:be A,

AO~A, iff (“)a:be A,

V(z)={A; e W]|xzeA;} forxe(PROPUNOM),
e N(a):=A, forac AG.

Note that W and A are disjoint. Also, because of the axioms, V' is an hybrid valuation assigning
a singleton to every nominal i (see definition 7.26 of [10]); moreover, N is an injection (in fact,
a bijection in this case). We first show that R™ and R~ are serial. Then we move onto proving
existence lemmas for these relations and finally the truth lemma.

R* is serial: Consider any A,. Since it is non-empty, we have that, for some formula ¢,
Q;(+)a : ¢ € Tt (by agreement axiom and definition of A,). So, as X7 is pasted, Q;(+)a :
jA@Qjp € X7 for some j. Then, (+)a: j € £*. Now consider any propositional variable, nominal
or their boolean combination, ¢ in A;. Then @;¢) € ¥*. This implies that (+)a : ¢p € T, (by
+translation axiom) and so, (+)a : 1) € A,. So, AgRTA;.

R~ is serial: Consider any A,. Since it is non-empty, we have that, for some formula ¢,
@Q;(—)a : ¢ € Bt (by agreement axiom and definition of A,). So, as X7 is pasted, Q;(—)a :
JA@Qjp € XF for some j. Then, (—)a : j € ¥*. Now consider any propositional variable,
nominal or their boolean combination, 1 such that —-¢) € A;. Then @;—) € ¥*. This implies
that (—)a : ¢ € £, (by ~translation axiom) and so, (—)a : ¢ € A,. So, AgR™A;.

The proofs of the existence lemmas for both R and R~ follow similarly with the additional
fact to note that, if @;p € T, then ¢ € A;. We now prove the truth lemma.

The clauses for atomic propositions, nominals, negation, conjunctions and the satisfaction
operator @ are standard. For opinion formulas, we have

M A E(+)a:¢ it 3A; € Wsit. N@RTA; and M,Aj ¢ def. of =

iff FA; e Wst. AgRTAj and p € A def. of N and I.H.

iff (Hla:pel, def. of RT and existence lemma
if (+)a:peXt def. of A,

iff Q{+)a:peX™ agree axiom

iff (+la:peA; def. of A;
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M A = (=)a:e iff FA; e Wst. N(a)R™Aj and M, A; =-p  def. of |=

iff FIA; €eWst. Ay,RTAj and ~p € A def. of N and I.H.
it (=la:peA, def. of R~ and existence lemma
if (—)a:pext def. of A,
iff @Q(-)a:pex™ agree axiom
ifft (“a:pe; def. of A;
M, A E (Ha:b iff  N(a)OTN(b) def. of =
iff AL,OTA, def. of N
iff (Ha:be A, def. of OF
iff (+H)a:bext def. of A,
if @Q(+)a:bex™ agree. axiom
iff (+Hla:be A, def. of A;
M, A = (—)a:b  iff  N(a)O~N(b) def. of
iff A, O Ay def. of N
ifft (—)a:be A, def. of O~
iff (—)a:beXt def. of A,
if Q(—)a:beX™ agree. axiom
ifft (—)a:bel; def. of A;

Because of the name and paste rules as well as the seriality of RT and R, the model M is
a named opinion model. Now, we also have that ¥+ = A, for some nominal k. Hence, by truth
lemma, M, Ag = X, so our original consistent set of formulas is satisfiable.

B Completeness for LOB~

As before, let ¥ be a consistent set of formulas of LOB, with PROP, NOM and AG the sets of
atomic propositions, nominals and agent-names, respectively. We extend ¥ to a named and pasted
maximal consistent set XT. We define the sets of formulas A; as before, while A, (for a € AG) is
defined as follows:

Ag = {{Ha:p|(Ha:peTt} U {(-a:p|(+)a:peXTtU
{(H)a:b|(+)a:beXTU{(—)a:b](—)a:beXTt}U
{b=ac|b=sce ™}

From X7, we build the model M = (W, A,R",R~,0%,07 ,{Ra, : Ay, € A}, {>a,: Ay €
A}, V,N), as earlier with Ra_, and >a, (for each A,) defined as follows:

o A;Ra,A; iff for all formulas ¢, ¢ € A; implies (Bg)p € A,
o Ay >a, A iff brpce A,

The proof of existence lemma for the Ra,’s is similar to that in Lemma 7.27 in [10]. The
reflexivity, transitivity and connectedness of the relations >, follow from the definition of the
corresponding A,’s. Let us now focus on the remaining part of the truth lemma.

M,Ai ': <Ba>g0 iff 3 AJ‘ e W s.t. AzRN(a)AJ and M,Aj ): © def. of ':

iff IA; e Wst. AjRa,Ajand p € A def. of N and I.H.

iff  (Ba)p € A; def. of Ra, and ezistence lemma
M, AiEb=qc iff  N(b) >n() N(c) def. of =

iff Ab ZAQ Ac def. of N

iff bx,ce A, def. of >a,

iff b=g,ceXt def. of A,

iff Qib=,c)eXxt axiom

iff brgcel; def. of A;
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Completeness follows as in the case LO, noting the fact that, any set of pure formulas ¥ (i.e.

formulas without propositional variables), when added to an extension of IC;;(@) [49], becomes
complete with respect to the frames definable by X.
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