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Abstract

We discuss the notion of bisimulation in various model-changing modal logics and provide an algorithmic study
of the same. We provide a general algorithm which gives an overall procedure to check whether two models are
bisimilar in all these logics. Through our algorithmic analyses we provide a PSPACE upper bound of the bisimulation
/ model comparison problem of all these modal logics. We also provide some insight into the higher complexity of
the model comparison problem for these logics compared to that for the basic modal logic.

1 Introduction
Various model-changing modal logics have been introduced over the years to capture the model dynamics in many
relevant areas, from mathematical systems to machine intelligence, from economic theories to philosophical queries
as well as other important phenomena. For example, these logical systems deal with dynamical systems, knowledge
and belief dynamics, graph dynamics, game dynamics, social network updates, memory updates and many others.

This whole study started with the introduction of Public Announcement Logic (PAL) that deals with information
updates brought about by public communication. In PAL, as studied in [39, 40], the evaluation of the announcement
formulas ⟨𝜑⟩𝜓 (read as ‘there is an announcement of 𝜑 after which 𝜓 holds’) involves deleting all the ¬𝜑−worlds
in the Kripke models and all relations on those worlds, while in [19], the evaluation of the formula [𝜑]𝑎𝜓 involves
deleting all arrows in the Kripke models that are related to ¬𝜑−worlds, with the domain remaining the same. Dynamic
Epistemic Logic (DEL)[10, 9, 54, 47], a generalization of PAL, characterizes such announcements in more subtle
communications. Model-transforming operators like lexicographic upgrade [⇑], elite change [↑] and suggestion [#]
capture plausibility relation updates under soft information [49, 46] involving relational changes without changes in
the domain. Similar to DEL, Arrow Update Logic (AUL) [28] is a theory of epistemic access elimination that can be
used to reason about multi-agent belief change, and furthermore, GAUL, a generalized version of AUL, characterizes
similar dynamic changes as in DEL. In addition, factual changes are captured by updating valuations in Kripke models
[41, 53, 52, 26].

Model-changing logics have also played a significant role in describing strategic reasoning in games on graphs,
which have received a lot of attention in diverse domains, e.g., computer science, logic, linguistics, economics,
mathematics, philosophy, biology and others. As the name indicates, such a game is played on directed or undirected
graphs, and the players’ actions are assigned based on the designer’s research objectives. One can also consider different
variants of such graph games where such variations can arise from different winning conditions (e.g., reachability,
parity [20]), independent moves of players (e.g., cop and robber game [36]), one player obstructing moves of the others
(e.g., sabotage game [45], poison game [14]) and others. In the interplay between game theory, logic and computer
science, these graph games provide exploratory models for reactive systems that need to interact with the uncertain
environment.

From the perspective of link/edge deletion in graphs, sabotage games [45] are natural examples where one player
is concerned with a reachability objective and the other player is involved in obstructing her opponent’s moves by
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deleting edges from the graph. Model-changing logics related to sabotage-style graph games with edge deletions are
presented in [50, 42, 30, 8, 48]. For example, the language of Definable Modal Sabotage Logic (S𝑑ML) in [30] is a
direct extension of basic modal language with additional operator [−𝜓]. Intuitively, [−𝜓]𝜑 expresses the condition that
after local deletion/sabotage of all arrows from the current point, whose end points satisfy 𝜓, 𝜑 still holds. The Modal
Logic of Supervised Learning (SLL) [8] is equipped with even more advanced sabotage operators that are introduced
to characterize relation changes in multi-relation models. Moreover, there is a generalized sabotage operator in [48],
denoted by ♦𝛼

𝛽
that is used to capture an arrow deletion whose end-points satisfy 𝛼 and 𝛽, respectively.

A game that is close to the spirit of games describing point/vertex deletion on graphs is the poison game[14]:
One player is concerned with moving indefinitely in the game graph, and her opponent is involved in obstructing
her moves by poisoning certain vertices whose effect is analogous to that of ‘point deletion’ from the perspective of
the former player. To reason about poison games, model-changing logics PSL and PML[56, 22] use operators for
changing valuations in and/or domains of models, which are inspired by memory logics[56, 34, 4]. Operators involving
such changing of valuations are also mentioned in [43, 50]. Moreover, point-deletion style operators are proposed in
[45, 15, 51, 2]. For example, the operator ⟨−𝜓⟩ in the language of Modal Logic of Stepwise Removal (MLSR) [51]
involves deleting 𝜓−worlds in the models.

In general, these logics aim to capture three mechanisms of model transformation, namely, those describing domain-
changes, relation-changes and valuations-changes in models and their combinations. In this work, we concentrate on
various extensions of basic modal logic with the new operator ⟨𝑢𝑝⟩, which we call MCML(𝑢𝑝), where ⟨𝑢𝑝⟩ reflects
various mechanisms of model transformation. In particular, we deal with the bisimulation / model comparison
problems of such model-changing logics. We provide a uniform algorithmic study of the model comparison problem
to shed some light on the complexity of these problems. For our purposes, we consider the operators ⟨𝑠𝑏⟩ and ⟨𝑔𝑠𝑏⟩
[2, 5, 15, 48, 42] to model edge deletion in models, ⟨𝑏𝑟⟩ and ⟨𝑔𝑏𝑟⟩ [15] to model edge addition in models, and ⟨𝑠𝑤⟩
and ⟨𝑔𝑠𝑤⟩ [3, 2, 15] to model arrow swap in models. In addition, we consider ⟨𝑑𝑒⟩ [45] and ⟨𝑐ℎ⟩ [43] for point deletion
and valuation change in models, respectively. Such a study provides insight into the complexity of the bisimulation
problems of these modal logics which have not been studied before.

There is a strand of literature exploring technical properties of these logics. MCML(⟨𝑔𝑠𝑏⟩) was first introduced
in [45], and complete proof systems for MCML(⟨𝑔𝑠𝑏⟩) have been discussed in [5, 15]. For the decidability and
complexity questions, we have the following results from [33, 15, 43]: (i) for ⟨𝑢𝑝⟩ ∈ {⟨𝑠𝑏⟩, ⟨𝑔𝑠𝑏⟩, ⟨𝑠𝑤⟩, ⟨𝑏𝑟⟩, ⟨𝑐ℎ⟩},
the satisfiability problem for MCML(⟨𝑢𝑝⟩) is undecidable, and (ii) for ⟨𝑢𝑝⟩ ∈ {⟨𝑠𝑏⟩, ⟨𝑔𝑠𝑏⟩, ⟨𝑠𝑤⟩, ⟨𝑔𝑠𝑤⟩, ⟨𝑏𝑟⟩, ⟨𝑔𝑏𝑟⟩},
the model-checking problem for MCML(⟨𝑢𝑝⟩) is PSPACE-complete. A result that is missing in this picture is the
complexity of bisimulation or the model comparison problem, and in this work we investigate this issue by providing
a uniform algorithmic study. The model comparison problem has been in the radar of researchers for a long time. In
addition to the development of verification algorithms [13, 18, 21], model comparison problem also holds fundamental
importance in the field of concurrency theory and related areas of computer science [24, 1]. It is well-known that
deciding bisimilarity over finite labelled transition systems is in deterministic polynomial time [38, 25, 6]. To the best
of our knowledge, complexity study of the bisimulation problems concerning these model-changing logics is still open.
Solving this problem will, on one hand, provide us with a finer understanding of the practical applicabilities of these
logics, and on the other hand, provide us with better insights about their expressive powers. In this work, we provide
PSPACE upper bounds for the bisimulation problems for all these model-changing logics mentioned. Finding lower
bounds for these problems are left as open questions.

The rest of the paper can be summarized as follows: In section 2, we introduce the relevant logic frameworks
together with their respective notions of bisimulations. Section 3 gives us a detailed algorithmic study together with
providing upper bounds of the complexity of the relevant problems. Section 4 provides some further related results
and concludes the paper with a discussion on the lower bound.

2 Model-changing modal logics
In this section, we first describe the various model-changing logics that we are going to base our study on. We will
also recapitulate the corresponding notions of bisimulation. The main focus will be on the logics describing relation
updates where the domains remain fixed. In addition, we will also look into domain updates as well as valuation
updates. To have a uniform description of these logics, we start with a general framework followed by the specific ones.
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2.1 A uniform language
Given a countable, infinite set of propositional variables P, The syntax of the general model-changing modal logic
MCML(𝑢𝑝) is given as follows:

𝜑 B 𝑝 | ¬𝜑 | 𝜑 ∧ 𝜑 | ♢𝜑 | ⟨𝑢𝑝⟩𝜓,

where 𝑝 ∈ P, ⟨𝑢𝑝⟩ is a model-update modality. The dual [𝑢𝑝]𝜓 formula is defined as usual: ¬⟨𝑢𝑝⟩¬𝜓.
The models for MCML(𝑢𝑝) are given by usual relational models M = (𝑊, 𝑅,𝑉) for modal logics, where, 𝑊 is a

non-empty set, 𝑅 ⊆ 𝑊 ×𝑊 , and 𝑉 : 𝑊 → 2P . A pair (M, 𝑤), where 𝑤 ∈ 𝑊 is called a pointed model. Let 𝔐 denote
the class of all pointed models, and 𝑟𝑢𝑝 be a subset of 𝔐 ×𝔐 corresponding to the operator ⟨𝑢𝑝⟩. Given a pointed
model (M, 𝑤), the set {(M ′, 𝑤′) | ((M, 𝑤), (M ′, 𝑤′) ∈ 𝑟𝑢𝑝} collects all the updated pointed models from (M, 𝑤)
that we get with respect to the operator ⟨𝑢𝑝⟩. The truth definition of the formulas of MCML(𝑢𝑝) in pointed models
are as usual for the boolean and the modal formulas, and for the operator ⟨𝑢𝑝⟩, it is given as follows:

- (M, 𝑤) |= ⟨𝑢𝑝⟩𝜓 iff there is a pointed model (M ′, 𝑤′) with ((M, 𝑤), (M ′, 𝑤′)) ∈ 𝑟𝑢𝑝 and (M ′, 𝑤′) |= 𝜓.

With the syntax and semantics out of the way, we now focus on the following question which forms the backbone
of this work: When do two pointed models satisfy the same formulas under the language MCML(𝑢𝑝)? The definition
of the relevant bisimulation concept, that is, 𝑢𝑝-bisimulation is given as follows.

Let M1 = (𝑊1, 𝑅1, 𝑉1) and M2 = (𝑊2, 𝑅2, 𝑉2) be two relational models. A non-empty relation 𝑍 over a set
of pointed models is an 𝑢𝑝-bisimulation between (M1, 𝑤1) and (M2, 𝑤2), denoted by (M1, 𝑤1)𝑍 (M2, 𝑤2), if the
following conditions are satisfied:

(1). Atom: If (M1, 𝑤1)𝑍 (M2, 𝑤2), then (M1, 𝑤1) |= 𝑝 iff (M2, 𝑤2) |= 𝑝 for all atomic propositions 𝑝 ∈ P.
(2). Zig♢: If (M1, 𝑤1)𝑍 (M2, 𝑤2), and there exists 𝑣1 ∈ 𝑊1 such that 𝑤1𝑅1𝑣1, then there is a 𝑣2 ∈ 𝑊2 such that

𝑤2𝑅2𝑣2 and (M1, 𝑣1)𝑍 (M2, 𝑣2).
(3). Zag♢: Same as above in the converse direction.
(4). Zig𝑢𝑝: If (M1, 𝑤1)𝑍 (M2, 𝑤2), and there exists (M ′

1, 𝑢1) such that ((M1, 𝑤1), (M ′
1, 𝑢1)) ∈ 𝑟𝑢𝑝 , then there

exists (M ′
2, 𝑢2) such that ((M2, 𝑤2), (M ′

2, 𝑢2)) ∈ 𝑟𝑢𝑝 and (M ′
1, 𝑢1)𝑍 (M ′

2, 𝑢2).
(5). Zag𝑢𝑝: Same as above in the converse direction.

Note that the definition above is given in a generalized way, we shall make changes below according to the specific
operators. Generally speaking, there are three cases.

• We do not need to make any adjustments, the definition may fit well for the operator ⟨𝑢𝑝⟩ under consideration.
• The dynamics of the models, that the operator ⟨𝑢𝑝⟩ reflects, may be quite complicated. Then, an abundant

amount of information may be wrapped up in the respective definitions of 𝑟𝑢𝑝 that we shall process further
with respect to the items (4) and (5). For example, in the item (4), “((M1, 𝑤1), (M ′

1, 𝑤
′
1)) ∈ 𝑟𝑢𝑝" may

involve complex formulas being satisfied at certain points, which shall be translated into additional conditions
for bisimulation. In such cases, we shall restate the items (4) and (5) in the terms of the specific forms of the
operator ⟨𝑢𝑝⟩.

• Alternatively, the operator ⟨𝑢𝑝⟩ may not increase the expressivity of the logic, which means that for any formula
with ⟨𝑢𝑝⟩, there is an equivalent formula without it. In such cases, items (4) and (5) become redundant, and we
shall not consider them.

Thus, we treat the definition of bisimulation above in a broader perspective and many specific instances will be
taken up later where we will delve into the minute details. Based on this definition, we can prove that bisimulation
implies modal equivalence which we claim formally in the following. For simplicity, if there is an 𝑢𝑝-bisimulation
between two pointed models (M1, 𝑤1) and (M2, 𝑤2), we call them 𝑢𝑝-bisimilar.

Proposition 1. If two pointed models (M1, 𝑤1) and (M2, 𝑤2) are 𝑢𝑝-bisimilar, then they satisfy the same formulas of
the logic MCML(𝑢𝑝).
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Proof. We can prove this by applying induction on the structure of formulas, and we only focus on the formula of the
form ⟨𝑢𝑝⟩𝜓. Suppose that (M1, 𝑤1) |= ⟨𝑢𝑝⟩𝜓. Then there is (M ′

1, 𝑢1) such that ((M1, 𝑤1), (M ′
1, 𝑢1)) ∈ 𝑟𝑢𝑝 , and

(M ′
1, 𝑢1) |= 𝜓. According to the definition of 𝑢𝑝-bisimulation, there exists (M ′

2, 𝑢2) such that ((M2, 𝑤2), (M ′
2, 𝑢2)) ∈

𝑟𝑢𝑝 and (M ′
1, 𝑢1)𝑍 (M ′

2, 𝑢2). we have (M ′
2, 𝑢2) |= 𝜓 by I.H., it follows that (M2, 𝑤2) |= ⟨𝑢𝑝⟩𝜓.

2.2 On specific ones
We have proposed the language 𝑀𝐶𝑀𝐿 (𝑢𝑝) for describing certain model-changing logics in a uniform way and the
corresponding notion of bisimulation. Next we will demonstrate the specific notions of bisimulations with respect to
the specific logics.

A number of model-changing operators have been proposed over the years which are basically modelling different
dynamic mechanisms. We now investigate some of these modal operators characterizing basic mechanisms of model-
changing. The operators ⟨𝑠𝑏⟩, ⟨𝑔𝑠𝑏⟩, ⟨𝑠𝑤⟩, ⟨𝑔𝑠𝑤⟩, ⟨𝑏𝑟⟩ and ⟨𝑔𝑏𝑟⟩ are proposed to capture relation-changing in
models, while ⟨𝑑𝑒⟩ is proposed to characterize domain-changing in models (followed by relation-changes), and ⟨𝑐ℎ⟩
for valuation-changing. We have chosen these operators as representatives for expressing the three different kinds
of model-changing operations: (i) domain-changing, (ii) relation-changing (with domain remaining fixed) and (iii)
valuation-changing (with domain and relation remaining fixed). The intuitive meaning of these operators are as follows:

• ⟨𝑠𝑏⟩𝜓 can be read as ‘it is the case that 𝜓, after we sabotage some arrow starting at the present point’.
• ⟨𝑔𝑠𝑏⟩𝜓 can be read as ‘it is the case that 𝜓, after we sabotage some arrow in the model’.
• ⟨𝑠𝑤⟩𝜓 can be read as ‘it is the case that 𝜓, after we swap some arrow starting at the present point’.
• ⟨𝑔𝑠𝑤⟩𝜓 can be read as ‘it is the case that 𝜓, after we swap some arrow in the model’.
• ⟨𝑏𝑟⟩𝜓 can be read as ‘it is the case that 𝜓, after we add a new arrow at the present point’.
• ⟨𝑔𝑏𝑟⟩𝜓 can be read as ‘it is the case that 𝜓, after we add a new arrow in the model’.
• ⟨𝑑𝑒⟩𝜓 can be read as ‘it is the case that 𝜓, after some point is deleted from the model’.
• ⟨𝑐ℎ⟩𝜓 can be read as ‘it is the case that 𝜓, after the valuation at the present point is updated’.

All these operators have been studied extensively in the literature. The operators ⟨𝑠𝑏⟩, ⟨𝑏𝑟⟩ appear in [2, 15], ⟨𝑔𝑠𝑏⟩
appears in [2, 5, 15, 48, 42], ⟨𝑠𝑤⟩ appears in [3, 2, 15], ⟨𝑔𝑠𝑤⟩, ⟨𝑔𝑏𝑟⟩ are proposed in [15], ⟨𝑑𝑒⟩ occurs in [45] and
⟨𝑐ℎ⟩ is proposed in [43] (with ⃝ expressing the same). We now define the corresponding 𝑟𝑢𝑝’s.

Let M1 = (𝑊1, 𝑅1, 𝑉1) and M2 = (𝑊2, 𝑅2, 𝑉2) be two models with 𝑤 ∈ 𝑊1, 𝑣 ∈ 𝑊2. We give the specific
definitions of 𝑟𝑢𝑝 , where ⟨𝑢𝑝⟩ can be the operators we mentioned above. We have that ((M1, 𝑤), (M2, 𝑣)) ∈ 𝑟𝑢𝑝 if
the following holds:

• ⟨𝑠𝑏⟩: 𝑊2 = 𝑊1, (𝑤, 𝑣) ∈ 𝑅1, 𝑅2 = 𝑅1\{(𝑤, 𝑣)}, and 𝑉2 = 𝑉1.
• ⟨𝑔𝑠𝑏⟩: 𝑊2 = 𝑊1, 𝑅2 = 𝑅1\{(𝑤1, 𝑤2)} for some (𝑤1, 𝑤2) ∈ 𝑅1, 𝑉2 = 𝑉1, and 𝑤 = 𝑣.
• ⟨𝑠𝑤⟩: 𝑊2 = 𝑊1, (𝑤, 𝑣) ∈ 𝑅1,𝑅2 = 𝑅1\{(𝑤, 𝑣)} ∪ {(𝑣, 𝑤)}, and 𝑉2 = 𝑉1.
• ⟨𝑔𝑠𝑤⟩: 𝑊2 = 𝑊1, 𝑅2 = 𝑅1\{(𝑤1, 𝑤2)} ∪ {(𝑤2, 𝑤1)} for some (𝑤1, 𝑤2) ∈ 𝑅1, 𝑉2 = 𝑉1, and 𝑤 = 𝑣.
• ⟨𝑏𝑟⟩: 𝑊2 = 𝑊1, (𝑤, 𝑣) ∉ 𝑅1, 𝑅2 = 𝑅1 ∪ {(𝑤, 𝑣)}, and 𝑉2 = 𝑉1.
• ⟨𝑔𝑏𝑟⟩: 𝑊2 = 𝑊1, 𝑅2 = 𝑅1 ∪ {(𝑤1, 𝑤2)} for some (𝑤1, 𝑤2) ∉ 𝑅1, 𝑉2 = 𝑉1, and 𝑤 = 𝑣 .
• ⟨𝑑𝑒⟩: 𝑊2 = 𝑊1\{𝑤1} for some 𝑤1 ≠ 𝑤 in 𝑊1, 𝑅2 = {(𝑢, 𝑣) ∈ 𝑅1 | 𝑢 ≠ 𝑤1 𝑎𝑛𝑑 𝑣 ≠ 𝑤1}, 𝑉2 (𝑢) = 𝑉1 (𝑢) for all
𝑢 ∈ 𝑊2, and 𝑤 = 𝑣.

• ⟨𝑐ℎ⟩: 𝑊2 = 𝑊1, 𝑅2 = 𝑅1, 𝑉2 (𝑤) = 𝐴 and 𝑉2 (𝑢) = 𝑉1 (𝑢) for 𝑢 ≠ 𝑣, where 𝐴 is a set of proposition letters, and
𝑤 = 𝑣.

Intuitively, the truth conditions of the above operators can be displayed in Fig1-8. For example, in Fig1, ⟨𝑠𝑏⟩𝜑 is
true at (M1, 𝑤), if and only if there exists pointed model (M2, 𝑣) with ((M1, 𝑤), (M2, 𝑣)) ∈ 𝑟 ⟨𝑠𝑏⟩ such that 𝜑 is true
at (M2, 𝑣). It is worth mentioning that when ⟨𝑢𝑝⟩ is ⟨𝑐ℎ⟩, we have a single item to replace the items 4 and 5 as follows:
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• If (𝑊1, 𝑅1, 𝑉1, 𝑤1)𝑍 (𝑊2, 𝑅2, 𝑉2, 𝑤2), then (𝑊1, 𝑅1, 𝑉1
𝑤1
𝐴
, 𝑤1)𝑍 (𝑊2, 𝑅2, 𝑉2

𝑤2
𝐴
, 𝑤2) for every 𝐴 ⊆ P, where for

𝑖 = 1, 2, 𝑉𝑖𝑤𝑖

𝐴
is almost 𝑉𝑖 , except 𝑉𝑖𝑤𝑖

𝐴
= 𝐴.

Figure 1: ⟨𝑠𝑏⟩𝜑 Figure 2: ⟨𝑔𝑠𝑏⟩𝜑

Figure 3: ⟨𝑠𝑤⟩𝜑 Figure 4: ⟨𝑔𝑠𝑤⟩𝜑

Figure 5: ⟨𝑏𝑟⟩𝜑 Figure 6: ⟨𝑔𝑏𝑟⟩𝜑

Figure 7: ⟨𝑑𝑒⟩𝜑 Figure 8: ⟨𝑐ℎ⟩𝜑

Meanwhile, Proposition 1 still works when we unfold the definitions of 𝑢𝑝-bisimulation for different operators.
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With these distinct notions of bisimulation, we are now all set to investigate the complexity of the following decision
problem: Given two relational models, are they bisimilar?

3 An algorithmic study
Let us now provide algorithms to check whether two pointed models are 𝑢𝑝-bisimilar - we have eight distinct notions
of bisimilarity based on different logics. Natural questions would be as follows: Do we need to have eight distinct
algorithms or can we have a generalized one? How are these algorithms connected to each other? Can one be reduced
to the other? We will first provide a general algorithm to check for bisimulation among models in all these logics and
then move on to provide the same for the specific ones for a better understanding of the inherent connections/differences
between various model-changing phenomena.

3.1 The Algorithm
In what follows, we provide a general algorithm (Algorithm 1). We define a function gen-Bisimilar that takes as
input two pointed relational models, (M1, 𝑤1), (M2, 𝑤2) and a list 𝐿 ⊆ 𝑊1 × 𝑊2, where M1 = (𝑊1, 𝑅1, 𝑉1) and
M2 = (𝑊2, 𝑅2, 𝑉2), and a state variable to specify the notion of bisimilarity that is to be checked. It outputs "Yes" if the
two models are bisimlar, in the notion specified, and the function is called with 𝐿 = ∅. All the notions of bisimilarity
that we considered have 5 conditions to check. In the algorithm, we write a function to check these 5 conditions. Across
different notions, conditions (1), (2) and (3) remain same. Therefore the only difference in the run of the algorithm for
different notions comes in implementation of conditions (4) and (5). Now, one of the main problems that may come
in implementation is when the given models have cycles. We have to check the successors for the (gen) bisimilarity
too. This process may not terminate if the given model is pointed at a node that is part of a cycle. We take care of this
problem by maintaining a list of edges we have traveled. We initialize the algorithm with this list being empty, and
keep adding edges that we have traveled before changing the models. We again make the list empty after the model
changing step.

Another way to think about writing this algorithm might be to use the existing algorithm for modal bisimulation
(which is a poly-time algorithm) and add on to it to take care of the extra conditions. This type of approach does not
directly work as it is not enough to check the satisfaction of the extra conditions for the two bisimliar models. Take
the following example (cf. Figure 9). The models (M1, 𝑤1) and (M2, 𝑤2) are bisimilar in the basic modal logic
sense. Moreover, the pointed models (M1, 𝑤1) and (M2, 𝑤2) also satisfy the (4) and (5) condition of the definition of
⟨𝑔𝑠𝑏⟩-bisimilarity. But these models are not ⟨𝑔𝑠𝑏⟩-bisimilar. To see this, assume on the contrary that (M1, 𝑤1) and
(M2, 𝑤2) are indeed ⟨𝑔𝑠𝑏⟩-bisimilar. Then, (M1, 𝑢1) and (M2, 𝑢2) must be ⟨𝑔𝑠𝑏⟩-bisimilar as well. But if we delete
𝑒1 from M1, there is no edge in M2 such that (M1, 𝑢1) and (M2, 𝑢2) are even bisimilar.

Figure 9: counterexample for ⟨𝑔𝑠𝑏⟩-bisimilar

The Algorithm 1 takes input and passes the information, according to the value of 𝑠𝑡𝑎𝑡𝑒, to different algorithms for
different checks. The first 3 conditions in the definition of 𝑢𝑝−bisimilarity remains same and hence algorithms 4 and
14 are always called. The 4th and 5th conditions change and accordingly different algorithms are called.
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Algorithm 1 Algorithm to check whether two models are bisimilar in some model changing modal logic
Require: ((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2), 𝐿, 𝑠𝑡𝑎𝑡𝑒

1: function gen-Bisimilar(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2), 𝐿, 𝑠𝑡𝑎𝑡𝑒)
2: if (state = ⟨𝑔𝑠𝑏⟩-bisimilar OR ⟨𝑔𝑠𝑤⟩-bisimilar) then
3: if (checkEdges(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
4: return No
5: end if
6: end if
7: if (state = ⟨𝑑𝑒⟩-bisimilar OR ⟨𝑔𝑏𝑟⟩-bisimilar) then
8: if (checkNodes(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
9: return No

10: end if
11: end if
12: if (checkAtomicPropositionInCurrentWorlds((((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
13: return No
14: end if
15: if (state = ⟨𝑠𝑏⟩-bisimilar) then
16: if (checkEdgeDeletion(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
17: return No
18: end if
19: end if
20: if (state = ⟨𝑔𝑠𝑏⟩-bisimilar) then
21: if (checkGeneralizedEdgeDeletion(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
22: return No
23: end if
24: end if
25: if (state = ⟨𝑠𝑤⟩-bisimilar) then
26: if (checkSwap(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
27: return No
28: end if
29: end if
30: if (state = ⟨𝑔𝑠𝑤⟩-bisimilar) then
31: if (checkGeneralizedSwap(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
32: return No
33: end if
34: end if
35: if (state = ⟨𝑏𝑟⟩-bisimilar) then
36: if (checkBridge(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
37: return No
38: end if
39: end if
40: if (state = ⟨𝑔𝑏𝑟⟩-bisimilar) then
41: if (checkGeneralizedBridge(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
42: return No
43: end if
44: end if
45: if (state = ⟨𝑑𝑒⟩-bisimilar) then
46: if (checkNodeDeletion(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
47: return No
48: end if
49: end if
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50: if (state = ⟨𝑐ℎ⟩-bisimilar) then
51: if (checkValuationChange(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2)) = No) then
52: return No
53: end if
54: end if
55: if (checkSuccessors(((𝑊1, 𝑅1, 𝑉1), 𝑤1), ((𝑊2, 𝑅2, 𝑉2), 𝑤2), 𝐿, 𝑠𝑡𝑎𝑡𝑒) = No) then
56: return No
57: end if
58: return Yes
59: end function

Now we will give a brief explanation of the different functions followed by the functions themselves. The function
𝑐ℎ𝑒𝑐𝑘𝐸𝑑𝑔𝑒𝑠 returns No if the input models do not have equal number of edges. This check makes the proof in section
3.2 a little easier.

Algorithm 2 checkEdges
1: if |𝑅1 | ≠ |𝑅2 | then
2: return No
3: end if
4: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝑁𝑜𝑑𝑒𝑠 returns No if the input models do not have equal number of nodes.

Algorithm 3 checkNodes
1: if |𝑊1 | ≠ |𝑊2 | then
2: return No
3: end if
4: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝐴𝑡𝑜𝑚𝑖𝑐𝑃𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝐼𝑛𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑊𝑜𝑟𝑙𝑑𝑠 returns No if the nodes at which the input models are
pointed, do not satisfy same set of atomic propositions. To do this, the algorithm checks that 𝑤1 ∈ 𝑉1 (𝑝) if and only if
𝑤2 ∈ 𝑉2 (𝑝), for all atomic propositions 𝑝.

Algorithm 4 checkAtomicPropositionInCurrentWorlds
1: for atomic propositions 𝑝 do
2: if (((𝑤1 ∈ 𝑉1 (𝑝)) & (𝑤2 ∉ 𝑉2 (𝑝))) OR ((𝑤1 ∉ 𝑉1 (𝑝)) & (𝑤2 ∈ 𝑉2 (𝑝)))) then
3: return No
4: end if
5: end for
6: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 returns No, if there is no pair of models related to input models by relation
𝑟 ⟨𝑠𝑏⟩ that are ⟨𝑠𝑏⟩-bisimilar. To do this, the algorithm recursively calls the algorithm 1 on new models after delet-
ing one edge from each (pointing from 𝑤1). If all such instances of algorithm 1 return No, then by recursion, there
is no pair of edges that can be deleted from given models that satisfies the conditions 4 and 5 in ⟨𝑠𝑏⟩-bisimilar definition.
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Algorithm 5 checkEdgeDeletion
1: for 𝑢1 ∈ 𝑊1 do
2: Found = 0
3: if (𝑤1, 𝑢1) ∈ 𝑅1 then
4: for 𝑢2 ∈ 𝑊2 do
5: if (𝑤2, 𝑢2) ∈ 𝑅2 then
6: if gen-Bisimilar(((𝑊1, 𝑅1\{(𝑤1, 𝑢1)}, 𝑉1), 𝑢1),((𝑊2, 𝑅2\{(𝑤2, 𝑢2)}, 𝑉2), 𝑢2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
7: Found++
8: break
9: end if

10: end if
11: end for
12: if Found = 0 then
13: return No
14: end if
15: end if
16: end for
17: for 𝑢2 ∈ 𝑊2 do
18: Found = 0;
19: if (𝑤2, 𝑢2) ∈ 𝑅2 then
20: for 𝑢1 ∈ 𝑊1 do
21: if (𝑤2, 𝑢2) ∈ 𝑅2 then
22: if gen-Bisimilar(((𝑊1, 𝑅1\{(𝑤1, 𝑢1)}, 𝑉1), 𝑢1), ((𝑊2, 𝑅2\{(𝑤2, 𝑢2)}, 𝑉2), 𝑢2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
23: Found++
24: break
25: end if
26: end if
27: end for
28: if Found = 0 then
29: return No
30: end if
31: end if
32: end for
33: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 returns No, if there is no pair of models related to the input
models by relation 𝑟 ⟨𝑔𝑠𝑏⟩ that are ⟨𝑔𝑠𝑏⟩-bisimilar. This algorithm works very similar to the previous one with the only
difference being as follows - instead of deleting edges pointed from 𝑤1, it runs over all edges. This is in accordance
with the difference in definitions of ⟨𝑠𝑏⟩-bisimilarity and ⟨𝑔𝑠𝑏⟩-bisimilarity.

Algorithm 6 checkGeneralizedEdgeDeletion
1: for 𝑒1 ∈ 𝑅1 do
2: Found = 0
3: for 𝑒2 ∈ 𝑅2 do
4: if gen-Bisimilar(((𝑊1, 𝑅1\{𝑒1}, 𝑉1), 𝑤1),((𝑊2, 𝑅2\{𝑒2}, 𝑉2), 𝑤2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
5: Found++
6: break
7: end if
8: end for
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9: if Found = 0 then
10: return No
11: end if
12: end for
13: for 𝑒2 ∈ 𝑅2 do
14: Found = 0
15: for 𝑒1 ∈ 𝑅1 do
16: if gen-Bisimilar(((𝑊1, 𝑅1\{𝑒1}, 𝑉1), 𝑤1), ((𝑊2, 𝑅2\{𝑒2}, 𝑉2), 𝑤2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
17: Found++
18: break
19: end if
20: end for
21: if Found = 0 then
22: return No
23: end if
24: end for
25: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝑆𝑤𝑎𝑝 returns No, if there is no pair of models related to the input models by relation 𝑟 ⟨𝑠𝑤⟩ that
are ⟨𝑠𝑤⟩-bisimilar. To do this, it runs over all the edges from 𝑤1 and 𝑤2, swaps their directions, and calls algorithm 1
recursively.

Algorithm 7 checkSwap
1: for 𝑢1 ∈ 𝑊1 do
2: Found = 0
3: if (𝑤1, 𝑢1)∈ 𝑅1\𝐿 ′ then
4: for 𝑢2 ∈ 𝑊2 do
5: if (𝑤2, 𝑢2)∈ 𝑅2\𝐿 ′ then
6: if gen-Bisimilar(((𝑊1, 𝑅1∪{(𝑢1, 𝑤1)}\{(𝑤1, 𝑢1)}, 𝑉1), 𝑢1),((𝑊2, 𝑅2∪{(𝑢2, 𝑤2)}\{(𝑤2, 𝑢2)}, 𝑉2), 𝑢2),

𝐿 ′ ∪ {(𝑤1, 𝑢1), (𝑤2, 𝑢2)}, 𝑠𝑡𝑎𝑡𝑒) = Yes then
7: Found++
8: break
9: end if

10: end if
11: end for
12: if Found = 0 then
13: return No
14: end if
15: end if
16: end for
17: for 𝑢2 ∈ 𝑊2 do
18: Found = 0
19: if (𝑤2, 𝑢2)∈ 𝑅2\𝐿 ′ then
20: for 𝑢1 ∈ 𝑊1 do
21: if (𝑤1, 𝑢1)∈ 𝑅1\𝐿 ′ then
22: if gen-Bisimilar(((𝑊1, 𝑅1∪{(𝑢1, 𝑤1)}\{(𝑤1, 𝑢1)}, 𝑉1), 𝑢1),((𝑊2, 𝑅2∪{(𝑢2, 𝑤2)}\{(𝑤2, 𝑢2)}, 𝑉2), 𝑢2),

𝐿 ′ ∪ {(𝑤1, 𝑢1), (𝑤2, 𝑢2)}, 𝑠𝑡𝑎𝑡𝑒) = Yes then
23: Found++
24: break
25: end if
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26: end if
27: end for
28: if Found = 0 then
29: return No
30: end if
31: end if
32: end for
33: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝑆𝑤𝑎𝑝 returns No, if there is no pair of models related to the input models by
relation 𝑟 ⟨𝑔𝑠𝑤⟩ that are ⟨𝑔𝑠𝑤⟩-bisimilar. Again, this is very similar to the previous algorithm with the only difference
being that it now runs over all edges.

Algorithm 8 checkGeneralizedSwap
1: for (𝑢1, 𝑢2) ∈ 𝑅1\𝐿 ′ do
2: Found = 0;
3: for (𝑣1, 𝑣2) ∈ 𝑅2\𝐿 ′ do
4: if gen-Bisimilar(((𝑊1, 𝑅1∪{(𝑢2, 𝑢1)}\{(𝑢1, 𝑢2)}, 𝑉1), 𝑤1),((𝑊2, 𝑅2∪{(𝑣2, 𝑣1)}\{(𝑣1, 𝑣2)}, 𝑉2), 𝑤2), 𝐿 ′∪

{(𝑢1, 𝑢2), (𝑣1, 𝑣2)}, 𝑠𝑡𝑎𝑡𝑒) = Yes then
5: Found++
6: break
7: end if
8: end for
9: if Found = 0 then

10: return No
11: end if
12: end for
13: for (𝑣1, 𝑣2) ∈ 𝑅2\𝐿 ′ do
14: Found = 0;
15: for (𝑢1, 𝑢2) ∈ 𝑅1\𝐿 ′ do
16: if gen-Bisimilar(((𝑊1, 𝑅1∪{(𝑢2, 𝑢1)}\{(𝑢1, 𝑢2)}, 𝑉1), 𝑤1),((𝑊2, 𝑅2∪{(𝑣2, 𝑣1)}\{(𝑣1, 𝑣2)}, 𝑉2), 𝑤2), 𝐿 ′∪

{(𝑢1, 𝑢2), (𝑣1, 𝑣2)}, 𝑠𝑡𝑎𝑡𝑒) = Yes then
17: Found++
18: break
19: end if
20: end for
21: if Found = 0 then
22: return No
23: end if
24: end for
25: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝐵𝑟𝑖𝑑𝑔𝑒 returns No, if there is no pair of models related to the input models by relation 𝑟 ⟨𝑏𝑟 ⟩
that are ⟨𝑏𝑟⟩-bisimilar. To do this, the algorithm adds new edges from 𝑤1 and 𝑤2 and calls algorithm 1 recursively.

Algorithm 9 checkBridge
1: for 𝑢1 ∈ 𝑊1 do
2: Found = 0
3: for 𝑢2 ∈ 𝑊2 do
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4: if (((𝑤1, 𝑢1) ∉ 𝑅1) & ((𝑤2, 𝑢2) ∉ 𝑅2) then
5: if gen-Bisimilar(((𝑊1, 𝑅1 ∪ {(𝑤1, 𝑢1)}, 𝑉1), 𝑢1),((𝑊2, 𝑅2 ∪ {(𝑤2, 𝑢2)}, 𝑉2), 𝑢2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
6: Found++
7: break
8: end if
9: end if

10: end for
11: if Found = 0 then
12: return No
13: end if
14: end for
15: for 𝑢2 ∈ 𝑊2 do
16: Found = 0
17: for 𝑢1 ∈ 𝑊1 do
18: if (((𝑤1, 𝑢1) ∉ 𝑅1) & ((𝑤2, 𝑢2) ∉ 𝑅2) then
19: if gen-Bisimilar(((𝑊1, 𝑅1 ∪ {(𝑤1, 𝑢1)}, 𝑉1), 𝑢1),((𝑊2, 𝑅2 ∪ {(𝑤2, 𝑢2)}, 𝑉2), 𝑢2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
20: Found++
21: break
22: end if
23: end if
24: end for
25: if Found = 0 then
26: return No
27: end if
28: end for
29: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐵𝑟𝑖𝑑𝑔𝑒 returns No, if there is no pair of models related to the input models by
relation 𝑟 ⟨𝑔𝑏𝑟 ⟩ that are ⟨𝑔𝑏𝑟⟩-bisimilar. This algorithm adds one new edge to both the models and calls algorithm 1
recursively.

Algorithm 10 checkGeneralizedBridge
1: for (𝑢1, 𝑢2) ∈ 𝑊1 ×𝑊1 do
2: Found = 0
3: for (𝑣1, 𝑣2) ∈ 𝑊2 ×𝑊2 do
4: if (((𝑢1, 𝑢2) ∉ 𝑅1) & ((𝑣1, 𝑣2) ∉ 𝑅2) then
5: if gen-Bisimilar(((𝑊1, 𝑅1 ∪ {(𝑢1, 𝑢2)}, 𝑉1), 𝑤1),((𝑊2, 𝑅2 ∪ {(𝑣1, 𝑣2)}, 𝑉2), 𝑤2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
6: Found++
7: break
8: end if
9: end if

10: end for
11: if Found = 0 then
12: return No
13: end if
14: end for
15: for (𝑣1, 𝑣2) ∈ 𝑊2 ×𝑊2 do
16: Found = 0
17: for (𝑢1, 𝑢2) ∈ 𝑊1 ×𝑊1 do
18: if (((𝑢1, 𝑢2) ∉ 𝑅1) & ((𝑣1, 𝑣2) ∉ 𝑅2) then
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19: if gen-Bisimilar(((𝑊1, 𝑅1 ∪ {(𝑢1, 𝑢2)}, 𝑉1), 𝑤1),((𝑊2, 𝑅2 ∪ {(𝑣1, 𝑣2)}, 𝑉2), 𝑤2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes then
20: Found++
21: break
22: end if
23: end if
24: end for
25: if Found = 0 then
26: return No
27: end if
28: end for
29: return Yes

The previous algorithms were the implementations of the model-changing step for the six relation-changing logics
that we have described. We now move on to implement the model-changing step for domain-changing logic and
valuation-changing logic. The next algorithm is a precursor to the case of domain-changing logic. Specifically, it
computes the new model after a node has been deleted from it.

Algorithm 11 algorithm to compute new relational model after point deletion
Require: ((𝑊, 𝑅,𝑉), 𝑤), 𝑢

1: function successor(((𝑊, 𝑅,𝑉), 𝑤), 𝑢)
2: 𝑊 ′ = 𝑊\{𝑢}
3: 𝑅′ = 𝑅\({(𝑢, 𝑣) ∈ 𝑊 | 𝑣 ∈ 𝑅} ∪ {(𝑣, 𝑢) ∈ 𝑅 | 𝑣 ∈ 𝑊})
4: for 𝑝 ∈ P do
5: 𝑉 ′(𝑝) = 𝑉 (𝑝) ∩𝑊 ′

6: end for
7: return ((𝑊 ′, 𝑅′, 𝑉 ′), 𝑤)
8: end function

The function 𝑐ℎ𝑒𝑐𝑘𝑁𝑜𝑑𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 returns No, if there is no pair of models related to the input models by relation
𝑟 ⟨𝑑𝑒⟩ that are ⟨𝑑𝑒⟩-bisimilar. To do this, the algorithm makes a recursive call to 𝑔𝑒𝑛 − 𝐵𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟 with new pair of
models that have one node deleted in each.

Algorithm 12 checkNodeDeletion
1: for 𝑢1 ∈ 𝑊1 do
2: Found = 0
3: for 𝑢2 ∈ 𝑊2 do
4: if (𝑢1 ≠ 𝑤1) & (𝑢2 ≠ 𝑤2) then
5: if gen-Bisimilar((𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟 ((𝑊1, 𝑅1, 𝑉1), 𝑢1), 𝑤1),(𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟 ((𝑊2, 𝑅2, 𝑉2), 𝑢2), 𝑤2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes

then
6: Found++
7: break
8: end if
9: end if

10: end for
11: if Found = 0 & (𝑢1 ≠ 𝑤1) then
12: return No
13: end if
14: end for
15: for 𝑢2 ∈ 𝑊2 do
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16: Found = 0
17: for 𝑢1 ∈ 𝑊1 do
18: if (𝑢1 ≠ 𝑤1) & (𝑢2 ≠ 𝑤2) then
19: if gen-Bisimilar((𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟 ((𝑊1, 𝑅1, 𝑉1), 𝑢1), 𝑤1),(𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟 ((𝑊2, 𝑅2, 𝑉2), 𝑢2), 𝑤2), ∅, 𝑠𝑡𝑎𝑡𝑒) = Yes

then
20: Found++
21: break
22: end if
23: end if
24: end for
25: if Found = 0 & (𝑢2 ≠ 𝑤2) then
26: return No
27: end if
28: end for
29: return Yes

The function 𝑐ℎ𝑒𝑐𝑘𝑉𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝐶ℎ𝑎𝑛𝑔𝑒 returns No, if there is no pair of models related to the input models by
relation 𝑟 ⟨𝑐ℎ⟩ that are ⟨𝑐ℎ⟩-bisimilar. To do this, the function changes valuation of the current node and then calls
𝑔𝑒𝑛 − 𝐵𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟 recursively.

Algorithm 13 checkValuationChange
1: for 𝐴 ⊂ P do
2: 𝑉1 (𝑤1) = 𝑉1 (𝑤)
3: end for
4: for 𝑤 ∈ 𝑊1\{𝑤1} do
5: 𝑉1 (𝑤) = 𝑉1 (𝑤)
6: end for
7: for 𝐴 ⊂ P do
8: 𝑉2 (𝑤2) = 𝐴

9: end for
10: for 𝑤 ∈ 𝑊2\{𝑤2} do
11: 𝑉2 (𝑤) = 𝑉2 (𝑤)
12: end for
13: if gen-Bisimilar(((𝑊1, 𝑅1, 𝑉1), 𝑤1),((𝑊2, 𝑅2, 𝑉2), 𝑤2), 𝐿, 𝑠𝑡𝑎𝑡𝑒) = No then
14: return No
15: end if
16: return Yes

The following algorithm checks for the existence of successors to the node, at which the input models are pointed,
for the specific bisimulation according to the state. Specifically, it checks if conditions 2 and 3 in the definition of
𝑢𝑝−bisimilarity are true. To do this, it changes the node where the models are pointed to one of the successors of
initial nodes at which the models were pointed, and then makes a recursive call to 𝑔𝑒𝑛 − 𝐵𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟 .

Algorithm 14 checkSuccessors
1: if (𝑤1, 𝑤2) ∉ 𝐿 then
2: for 𝑢1 ∈ 𝑊1 do
3: Found = 0
4: for 𝑢2 ∈ 𝑊2 do
5: if ((𝑤1𝑅1𝑢1) & (𝑤2𝑅2𝑢2)) then
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6: if ((𝑢1, 𝑢2) ∉ 𝐿) then
7: if gen-Bisimilar(((𝑊1, 𝑅1, 𝑉1), 𝑢1), ((𝑊2, 𝑅2, 𝑉2), 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, 𝑠𝑡𝑎𝑡𝑒) = Yes then
8: Found++
9: end if

10: else
11: Found++
12: end if
13: end if
14: end for
15: if (Found = 0) & (𝑤1𝑅1𝑢1) then
16: return No
17: end if
18: end for
19: for 𝑢2 ∈ 𝑊2 do
20: Found = 0
21: for 𝑢1 ∈ 𝑊1 do
22: if ((𝑤1𝑅1𝑢1) & (𝑤2𝑅2𝑢2)) then
23: if ((𝑢1, 𝑢2) ∉ 𝐿) then
24: if gen-Bisimilar(((𝑊1, 𝑅1, 𝑉1), 𝑢1), ((𝑊2, 𝑅2, 𝑉2), 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, 𝑠𝑡𝑎𝑡𝑒) = Yes then
25: Found++
26: end if
27: else
28: Found++
29: end if
30: end if
31: end for
32: if (Found = 0) & (𝑤2𝑅2𝑢2) then
33: return No
34: end if
35: end for
36: end if
37: return Yes

3.2 On ⟨𝑔𝑠𝑏⟩-bisimulation
We will now give a detailed proof that the algorithm works when 𝑠𝑡𝑎𝑡𝑒 = ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟. The other cases can be
proved in a similar manner. Before going into the main proof, we have the following lemma.

Lemma 2. If ((𝑊1, 𝑅1, 𝑉1), 𝑤1)↔𝑠 ((𝑊2, 𝑅2, 𝑉2), 𝑤2) and |𝑅1 | and |𝑅2 | are finite, then |𝑅1 | = |𝑅2 |.

Proof. Suppose on the contrary, |𝑅1 | ≠ |𝑅2 |. Without loss of generality, assume |𝑅1 | < |𝑅2 |.
Proof by induction on 𝑛 = |𝑅1 |

• Base case: 𝑛 = 0
By assumption |𝑅1 | = 0 and |𝑅2 | > 0. So ∃𝑒 ∈ 𝑅2. Now, since ((𝑊1, 𝑅1, 𝑉1), 𝑤1)↔𝑠 ((𝑊2, 𝑅2, 𝑉2), 𝑤2), they
satisfy condition (5) of the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity. Therefore, there must exist an edge 𝑓 ∈ 𝑅1 such
that ((𝑊1, 𝑅1\{ 𝑓 }, 𝑉1), 𝑤1)↔𝑠 ((𝑊2, 𝑅2\{𝑒}, 𝑉2), 𝑤2). But, since |𝑅1 | = 0, no such 𝑓 can exist. Contradiction.

• Induction hypothesis: Suppose the claim holds good for 𝑛 ≤ 𝑘 , 𝑖.𝑒., |𝑅1 | = |𝑅2 |, whenever |𝑅1 | ≤ 𝑘 .
• Induction step: 𝑛 = 𝑘 + 1

Suppose min( |𝑅1 |, |𝑅2 |) = |𝑅1 | = 𝑘+1. Let 𝑒1 ∈ 𝑅1 be any edge. Since, ((𝑊1, 𝑅1, 𝑉1), 𝑤1)↔𝑠 ((𝑊2, 𝑅2, 𝑉2), 𝑤2),
they satisfy condition (4) in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity, so ∃𝑒2 ∈ 𝑅2 such that ((𝑊1, 𝑅1\{𝑒1}, 𝑉1), 𝑤1)
↔𝑠 ((𝑊2, 𝑅2\{𝑒2}, 𝑉2), 𝑤2). But then by induction hypothesis, we have |𝑅1\{𝑒1}| = 𝑅2\{𝑒2}| =⇒ |𝑅1 | − 1 =

|𝑅2 | − 1 =⇒ |𝑅1 | = |𝑅2 | .
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This completes the proof.

Theorem 3. Given two models (M1, 𝑤1) and (M2, 𝑤2), where M1 = (𝑊1, 𝑅1, 𝑉1), M2 = (𝑊2, 𝑅2, 𝑉2), 𝑤1 ∈ 𝑊1 and
𝑤2 ∈ 𝑊2; (M1, 𝑤1)↔𝑠 (M2, 𝑤2) iff the function gen-Bisimilar((M1, 𝑤1), (M2, 𝑤2), ∅, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns yes.
Here, by (M1, 𝑤1)↔𝑠 (M2, 𝑤2) we will denote that (M1, 𝑤1) and (M2, 𝑤2) are ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟.

Proof. Suppose M1 and M2 have different number of edges, then the function returns No at line 2 in algorithm 2,
and (M1, 𝑤1)↔𝑠

(M2, 𝑤2). So, let us consider that both models have equal number of edges (say n). We prove by
induction on n:

> Base case: 𝑛 = 0.
To prove (M1, 𝑤1)↔𝑠 (M2, 𝑤2) iff the function returns yes when 𝑅1 = ∅ = 𝑅2. We will first prove, by
contrapositivity, that if the function returns yes, then (M1, 𝑤1)↔𝑠 (M2, 𝑤2).

> > Suppose (M1, 𝑤1)↔𝑠
(M2, 𝑤2). Then they violate one of the five conditions in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity

(in Section 2.1).
> > > Suppose they violate condition (1). Then there is some atomic proposition 𝑝 such that either (M1, 𝑤1) |= 𝑝

and (M2, 𝑤2) ̸|= 𝑝; or (M1, 𝑤1) ̸|= 𝑝 and (M2, 𝑤2) |= 𝑝. From truth definitions, we have 𝑤1 ∈ 𝑉1 (𝑝) but
𝑤2 ∉ 𝑉2 (𝑝); or 𝑤1 ∉ 𝑉1 (𝑝) but 𝑤2 ∈ 𝑉2 (𝑝). In this case, the function returns No at line 3 in algorithm 4.

> > > Suppose they violate condition (2). Then, there is a successor 𝑣1 of 𝑤1, i.e. ∃𝑣1 ∈ 𝑊1 such that 𝑤1𝑅1𝑣1, but ∀𝑣2
such that 𝑤2𝑅2𝑣2, we do not have (M1, 𝑣1)↔𝑠 (M2, 𝑣2). But since 𝑛 = 0, 𝑤1𝑅1𝑣1 does not hold for any 𝑣1 as
𝑅1 = ∅. Therefore, condition (2) in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity cannot be violated in this case.

> > > Suppose that they violate condition (3). Again by similar argument as last point, we can not have 𝑣2𝑅2𝑤2 and
hence condition (3) can not be violated when 𝑛 = 0.

> > > Suppose they violate condition (4). Then there is an edge 𝑒1 ∈ 𝑅1 such that for any edge 𝑒2 ∈ 𝑅2, it is not the
case that (M1\{𝑒1}, 𝑤1)↔𝑠 (M2\{𝑒2}, 𝑤2). But again since 𝑛 = 0, 𝑅1 = ∅, hence no such 𝑒1 exists. So this
case cannot arise.

> > > By similar argument as in previous point, the models cannot violate condition (5).
> > Now we will prove the other side. Therefore, suppose that the function returns No, Then one of the following

cases occur:
> > > The function returns No at line number 3 in algorithm 4. This can only happen when the If condition at line 2

in algorithm 4 is true. Therefore, there exists an atomic proposition 𝑝 such that, 𝑤1 ∈ 𝑉1 (𝑝) but 𝑤2 ∉ 𝑉2 (𝑝);
or 𝑤1 ∉ 𝑉1 (𝑝) but 𝑤2 ∈ 𝑉2 (𝑝). From truth definitions, we have either (M1, 𝑤1) |= 𝑝 and (M2, 𝑤2) ̸|= 𝑝; or
(M1, 𝑤1) ̸|= 𝑝 and (M2, 𝑤2) |= 𝑝. But then (M1, 𝑤1)↔𝑠

(M2, 𝑤2) as they violate condition (1) of the definition
of ⟨𝑔𝑠𝑏⟩−bisimilarity.

> > > The function returns No at line number 10 or 22 in algorithm 6. But since 𝑅1 = ∅ and 𝑅2 = ∅, This can not
happen as the function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 will not execute any for loop.

> > > Suppose the function returns No from line 16 or 33 in algorithm 14. Again, this can not happen because 𝑤1 and
𝑤2 do not have any successors.
This completes both sides of the base case.

> Induction Hypothesis 1: Suppose the theorem holds for 𝑛 ≤ 𝑘 . That is, (M1, 𝑤1)↔𝑠 (M2, 𝑤2) iff the function
gen-Bisimilar((M1, 𝑤1), (M2, 𝑤2), ∅, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns yes when |𝑅1 | = |𝑅2 | ≤ 𝑘 .

> Induction Step: Let 𝑛 = 𝑘 + 1
We will first prove that if (M1, 𝑤1)↔𝑠 (M2, 𝑤2) then the function returns yes. Again we will prove this by
contrapositivity.

> > Suppose the function returns No in algorithm 1. Then it executes one of the 4 return No statements, that are
reachable when 𝑠𝑡𝑎𝑡𝑒 = ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟. But it can not return No at line 2 in algorithm 2, as we have assumed
|𝑅1 | = |𝑅2 |. So the following cases can occur:
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> > > The function returns No at line number 13 in algorithm 1. This can only happen when the If condition at line 2
in algorithm 4 is true. But then, by argument similar to that in base case, (M1, 𝑤1)↔𝑠

(M2, 𝑤2) as they violate
condition (1) of the definition of ⟨𝑔𝑠𝑏⟩-bisimilarity.

> > > The function returns No at line number 22 in algorithm 1. Then condition in line 21 is true. This happens
if the function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 returns No at line 10 or 22. If the function returns No at
line 10 in function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛, there is an 𝑒1 ∈ 𝑅1 such that for all 𝑒2 ∈ 𝑅2, we have
gen-bisimilar((M1\{𝑒1}, 𝑤1), (M2\{𝑒2}, 𝑤2), ∅, ⟨𝑔𝑠𝑏⟩ −𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns No. But the model M ′

1 = M1\{𝑒1}
and M ′

2 = M2\{𝑒2} have k edges. Therefore, by induction hypothesis 1, (M1\{𝑒1}, 𝑤1)↔𝑠
(M2\{𝑒2}, 𝑤2)

for all 𝑒2 ∈ 𝑅2. This is violation to condition (4) in the definition of ⟨𝑔𝑠𝑏⟩-bisimilarity. Therefore,
(M1, 𝑤1)↔𝑠

(M2, 𝑤2). The case is similar if No is returned at line 22 in function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛.
> > > The function returns No at line 56 in algorithm 1. Then condition at line 15 or 32 in algorithm 14 in the function

𝑐ℎ𝑒𝑐𝑘𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟𝑠 is true for some 𝑢1 ∈ 𝑊1 or 𝑢2 ∈ 𝑊2 respectively. Suppose the function returns No at line 16.
Therefore, following cases arise (following line numbers are in function 𝑐ℎ𝑒𝑐𝑘𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟𝑠):

> > > > For a successor 𝑢1 of 𝑤1, condition at line 5 is false for all 𝑢2 ∈ 𝑊2, 𝑖.𝑒., 𝑤2𝑅2𝑢2 is not true for any 𝑢2 ∈ 𝑊2.
This is a violation of condition (2) in definition of ⟨𝑔𝑠𝑏⟩−bisimilarity and hence (M1, 𝑤1)↔𝑠

(M2, 𝑤2)
> > > > Condition at line 5 and 6 are true but condition at line 7 is false, 𝑖.𝑒., ∃𝑢1 ∈ 𝑊1 such that 𝑤1𝑅1𝑢1, ∀𝑢2 ∈ 𝑅2 such

that 𝑤2𝑅2𝑢2 and 𝐿 is such that (𝑢1, 𝑢2) ∉ 𝐿 (and (𝑤1, 𝑤2) ∉ 𝐿 because line 7 can be executed only if condition
in line 1 is true); we get gen-Bisimilar((M1, 𝑢1), (M2, 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns No.
To prove:(M1, 𝑤1)↔𝑠

(M2, 𝑤2).
Proof by induction on 𝑚 = |𝑊1 ×𝑊2 | − |𝐿 ∪ {(𝑤1, 𝑤2)}|

> > > > > Base case: |𝑊1 ×𝑊2 | = |𝐿 ∪ {(𝑤1, 𝑤2)}|
We need to prove that if ∃𝑢1 ∈ 𝑊1 such that 𝑤1𝑅1𝑢1, ∀𝑢2 ∈ 𝑅2 such that 𝑤2𝑅2𝑢2 and 𝐿 is such that
(𝑢1, 𝑢2) ∉ 𝐿 (and (𝑤1, 𝑤2) ∉ 𝐿 because line 5 can be executed only if condition in line 1 is true) and
|𝑊1 ×𝑊2 | − |𝐿 ∪ {(𝑤1, 𝑤2)}| = 0; and gen-Bisimilar((M1, 𝑢1), (M2, 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟)
returns No, then (M1, 𝑤1)↔𝑠

(M2, 𝑤2).
But since |𝑊1 ×𝑊2 | − |𝐿 ∪ {(𝑤1, 𝑤2)}| = 0, we have (𝑢1, 𝑢2) ∈ 𝐿 ∪ {(𝑤1, 𝑤2)}. This is in contradiction with
condition in line 6 being true. So the antecedent is false and hence base case is true vacuously.

> > > > > Induction Hypothesis 2: Suppose the claim holds for 𝑚 ≤ 𝑙, 𝑖.𝑒.,
Suppose whenever ∃𝑢1 ∈ 𝑊1 such that 𝑤1𝑅1𝑢1, ∀𝑢2 ∈ 𝑅2 such that 𝑤2𝑅2𝑢2 and 𝐿 is such that (𝑢1, 𝑢2) ∉ 𝐿

(and (𝑤1, 𝑤2) ∉ 𝐿 because line 7 can be executed only if condition in line 1 is true) and |𝑊1 × 𝑊2 | − |𝐿 ∪
{(𝑤1, 𝑤2)}| ≤ 𝑙; and gen-Bisimilar((M1, 𝑢1), (M2, 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns No, then
(M1, 𝑤1)↔𝑠

(M2, 𝑤2)
> > > > > Induction step: Suppose 𝑚 = 𝑙 + 1.

In this case, suppose condition in line 6 true and condition in line 7 is false. Therefore, we have, ∃𝑢1 ∈ 𝑊1
such that 𝑤1𝑅1𝑢1, ∀𝑢2 ∈ 𝑅2 such that 𝑤2𝑅2𝑢2 and 𝐿 is such that (𝑢1, 𝑢2) ∉ 𝐿 (and (𝑤1, 𝑤2) ∉ 𝐿 be-
cause line 6 can be executed only if condition in line 1 is true) and |𝑊1 × 𝑊2 | − |𝐿 ∪ {(𝑤1, 𝑤2)}| =

𝑙 + 1; and gen-Bisimilar((M1, 𝑢1), (M2, 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns No. Now, gen-
Bisimilar((M1, 𝑢1), (M2, 𝑢2), 𝐿 ∪ {(𝑤1, 𝑤2)}, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) can return No either at one of 6 , reachable
return No statements in gen-bisimilar. If it returns No at first 4, then by above cases, we have already proved that
(M1, 𝑢1)↔𝑠

(M2, 𝑢2) because they violate conditions (1) or (4) or (5) in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity.
Suppose it returns No at line 56 in gen-bisimilar, then the function 𝑐ℎ𝑒𝑐𝑘𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟𝑠 returns No at line 16 or
33. Assume it returns No at line 16. Then if condition at line 5 is always false, then (M1, 𝑢1)↔𝑠

(M2, 𝑢2)
because they violate condition (2) of definition of ⟨𝑔𝑠𝑏⟩−bisimilarity. So suppose condition at line 6 is true
but at line 7 is false. Therefore, ∃𝑣1 ∈ 𝑊1 such that 𝑢1𝑅1𝑣1 and ∀𝑣2 ∈ 𝑊2 such that 𝑢2𝑅2𝑣2, 𝐿 is such that
(𝑣1, 𝑣2) ∉ 𝐿∪{(𝑤1, 𝑤2)}, we have gen-Bisimilar((M1, 𝑣1), (M2, 𝑣2), 𝐿∪{(𝑤1, 𝑤2), (𝑢1, 𝑢2)}, ⟨𝑔𝑠𝑏⟩−𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟)
returns No. Now by induction hypothesis 2, (M1, 𝑣1)↔𝑠

(M2, 𝑣2) which implies (M1, 𝑢1)↔𝑠
(M2, 𝑢2) and

hence (M1, 𝑤1)↔𝑠
(M2, 𝑤2).

> > > The function returns No at line 33 in algorithm 14, then by argument similar to last case, (M1, 𝑤1)↔𝑠
(M2, 𝑤2).

We will now prove the remaining side by contrapositivity.
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> Suppose (M1, 𝑤1)↔𝑠
(M2, 𝑤2). Then these models must violate one of the 5 conditions in definition of

⟨𝑔𝑠𝑏⟩−bisimilarity.
> > Suppose they violate condition (1). There there is some atomic proposition 𝑝 such that either (M1, 𝑤1) |= 𝑝

and (M2, 𝑤2) ̸|= 𝑝; or (M1, 𝑤1) ̸|= 𝑝 and (M2, 𝑤2) |= 𝑝. From truth definitions, we have 𝑤1 ∈ 𝑉1 (𝑝) but
𝑤2 ∉ 𝑉2 (𝑝); or 𝑤1 ∉ 𝑉1 (𝑝) but 𝑤2 ∈ 𝑉2 (𝑝). In this case the function returns No in line 13.

> > Suppose they violate condition (4). Then there is an edge 𝑒1 ∈ 𝑅1 such that for any edge 𝑒2 ∈ 𝑅2,
(M1\{𝑒1}, 𝑤1)↔𝑠

(M2\{𝑒2}, 𝑤2). In this case for 𝑒1, condition in line 4 in algorithm 6 is never true. By
induction hypothesis 1 (M1\{𝑒1} and M2\{𝑒2} have k edges, hence we can use induction hypothesis). There-
fore, return No is executed in line 10 in function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛.

> > Suppose they violate condition (5), by similar argument as previous case, by induction hypothesis, function
returns No.

> > Suppose they violate condition (2) and/ or (3). We must prove if (M1, 𝑤1)↔𝑠
(M2, 𝑤2) because they violate con-

dition (2) and/or (3), but not (1), (4) or (5) in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity, then gen-Bisimilar(((M1, 𝑤1),
(M2, 𝑤2), ∅, ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟) returns No.
Since (M1, 𝑤1)↔𝑠

(M2, 𝑤2) because they violate condition (2) and/or (3), therefore ∃𝑢11 ∈ 𝑊1, 𝑤1𝑅1𝑢11, such
that∀𝑢21 ∈ 𝑊2, 𝑤2𝑅2𝑢21, (M1, 𝑢11)↔𝑠

(M2, 𝑢21) (if condition (2) is violated); or∃𝑢12 ∈ 𝑊2, 𝑤2𝑅2𝑢12, such that
∀𝑢11 ∈ 𝑊1, 𝑤1𝑅1𝑢11, (M1, 𝑢11)↔𝑠

(M2, 𝑢21). Now if (M1, 𝑢11)↔𝑠
(M2, 𝑢21) because they violate conditions

(1), (4) or (5), then by previous cases, the function returns No and we will be done. Let us pick a general such pair
(𝑣11, 𝑣21). So, assume (M1, 𝑣11)↔𝑠

(M2, 𝑣21) because they violate condition(s) (2) and/or (3). Therefore, again,
∃𝑢12 ∈ 𝑊1, 𝑣11𝑅1𝑢12, such that∀𝑢22 ∈ 𝑊2, 𝑣12𝑅2𝑢22, (M1, 𝑢12)↔𝑠

(M2, 𝑢22) (if they violate (2)); or ∃𝑢22 ∈ 𝑊2,
𝑣12𝑅2𝑢22, such that ∀𝑢12 ∈ 𝑊1, 𝑣11𝑅1𝑢12, (M1, 𝑢12)↔𝑠

(M2, 𝑢22) (if they violate condition (3). Again, choose
a general such pair (𝑣12, 𝑣22) from above such that 𝑣11𝑅1𝑣12 and 𝑣21𝑅2𝑣22 and (M1, 𝑣12)↔𝑠

(M2, 𝑣22). Again,
we are done if (M1, 𝑣12)↔𝑠

(M2, 𝑣22) because they violate condition (1), (4) or (5). So, again, we can assume
that they violate condition (2) and /or (3). This can go on until we reach a leaf node, 𝑖.𝑒., there is some 𝑘 such that
exactly one of the following is true: 𝑣1𝑘𝑅1𝑣1(𝑘+1) for some 𝑣1(𝑘+1) ∈ 𝑊1 or 𝑣2𝑘𝑅2𝑣2(𝑘+1) for some 𝑣2(𝑘+1) ∈ 𝑊2.
Again the function returns No, from function 𝑐ℎ𝑒𝑐𝑘𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 in both cases. The only case
that remains is when there is no leaf nodes and there is some 𝑘 such that 𝑣1𝑘 = 𝑣1𝑙 or 𝑤1 and 𝑣2𝑘 = 𝑣2𝑙 or 𝑤2 for
some 𝑙 < 𝑘 . In this case, since 𝑣1𝑖 and 𝑣2𝑖 were some general node in the reachable part from 𝑤1 and 𝑤2, such
that they do not violate condition (1), (4) or (5) in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity, we have the following:

> > > (M1, 𝑤1) and (M2, 𝑤2) satisfy conditions (1), (4) and (5) in the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity.
> > > For every n, ∃𝑣1 ∈ 𝑊1 such that 𝑤1𝑅

𝑛
1 𝑣1 iff ∃𝑣2 ∈ 𝑊2 such that 𝑤2𝑅

𝑛
2 𝑣2; and (M1, 𝑣1) and (M2, 𝑣2) satisfy

condition (1), (4) and (5) from the definition of ⟨𝑔𝑠𝑏⟩−bisimilarity. But these conditions are same as the
conditions in definition of ⟨𝑔𝑠𝑏⟩−bisimilarity. Hence, (M1, 𝑤1)↔𝑠 (M2, 𝑤2) and the function does not return
No in this this case.

This completes the proof.

3.2.1 An example

Below is an example run of the algorithm for gen-Bisimilar for 𝑠𝑡𝑎𝑡𝑒 = ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟. Proposition 𝑝 is true in
all the worlds of both the models. The recursion graph shows all the important nodes. The diagram shows calls to
function "checkGeneralizedEdgeDeletion".
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In the above run of the algorithm, not all children of the root returns ‘Yes’, and hence the input models are not
⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟.

3.2.2 On complexity

Theorem 4. Function gen-Bisimilar terminates and is in PSPACE for 𝑠𝑡𝑎𝑡𝑒 = ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟.

Proof. We will form a recursion tree to see whether the function gen-Bisimilar terminates for 𝑠𝑡𝑎𝑡𝑒 = ⟨𝑔𝑠𝑏⟩−𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟

and analyze the space complexity of the function.
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- When the input models have different number of edges, the algorithm terminates without any recursion. The
algorithm takes the space required in one instance of the function. The function defines constant number of
variables that need to be accounted for in terms of space in addition to the input. So, an instance of the function
takes O(1) space.

- When the two models have same number of edges, algorithm checkGeneralizedEdgeDeletion is called. The
number of edges in the models for each successive call to checkGeneralizedEdgeDeletion is strictly less than 𝑛

(namely, 𝑛 − 1). Another algorithm that is called is checkSuccessors. In this algorithm, |𝐿 | strictly increases.
Next it should be noted that the function call is not made if |𝐿 | = |𝑊1 ×𝑊2 |. With these observations, we can
bound the depth of recursion tree by |𝑅1 | × |𝑊1 ×𝑊2 |. This shows that the algorithm terminates.

With the above observations, we see that the depth of the recursion tree is bounded by |𝑅1 | × |𝑊1 ×𝑊2 |. Therefore,
the space used by the algorithm is 𝑠 × |𝑅1 | × |𝑊1 ×𝑊2 |, where 𝑠 is the space used by one instance of the algorithm
gen-Bisimilar. The algorithm defines constant number of variables, which take space other than the input. So, once
again, one instance of the function takes O(1) space. Therefore, space used by whole run of the algorithm 1 is
|𝑅1 | × |𝑊1 ×𝑊2 | which is a polynomial function in the size of the input.

3.3 Bisimulation for other states
The main difference in the run of the algorithm 1, based on the different values of 𝑠𝑡𝑎𝑡𝑒, is that it calls different
functions, namely, 𝑐ℎ𝑒𝑐𝑘𝐸𝑑𝑔𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 in case of ⟨𝑠𝑏⟩-bisimilar, 𝑐ℎ𝑒𝑐𝑘𝑁𝑜𝑑𝑒𝐷𝑒𝑙𝑒𝑡𝑖𝑜𝑛 in case of ⟨𝑑𝑒⟩-bisimilar, and
so on. These functions check the analogous conditions (4) and (5) for different notions of bisimilarity. The rest of the
algorithm remains same. Therefore the correctness proofs for other notions of bisimilarity are very similar to that of
the case of 𝑠𝑡𝑎𝑡𝑒 = ⟨𝑔𝑠𝑏⟩ − 𝑏𝑖𝑠𝑖𝑚𝑖𝑙𝑎𝑟. And, the complexity for all bisimilarity problems remains to be in PSPACE.
So, we have the following main theorem of this work.

Theorem 5. Given two pointed relational models, (M1, 𝑤1) and (M2, 𝑤2), the problem to decide whether they are
bisimilar in any of the eight notions described in section 2.2, is in PSPACE.

4 Further remarks
Till now, we have presented several existing logics concerning model-changing and studied the notion of model
comparison or bisimulation for these logics from the algorithmic point of view, and in process we have also shed some
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light into the complexity of these problems. We now provide some discussions on lower bounds of these complexity
problems which are the next natural questions to answer.

The complexity for checking whether given two pointed models are bisimilar, in basic modal logic, is known
to be in polynomial time [38]. What exactly makes the problem of 𝑢𝑝-bisimilarity more complex (strictly more
complex if PTIME is different than PSPACE)? The additional conditions (4) and (5) in the definition of 𝑢𝑝-bisimilarity,
compared to that of basic modal logic bisimilarity, requires a function that assigns a sequence of model-changing
actions corresponding to one model to a sequence of model-changing actions in the other model. Formally, it requires
a bijection 𝑓 : 𝑁 (𝐶1) → 𝑁 (𝐶2) with 𝑁 (𝐶) denoting the set of sequences of actions corresponding to the model-
changing operator 𝐶. The function 𝑓 should additionally satisfy the condition that any sequence of length 𝑛 is mapped
to a sequences of length 𝑛, for every 𝑛 in N. If |𝐶1 | = |𝐶2 | = 𝑚, then there are 2𝑚2𝑚 such functions. Given such a
function, we need to check whether it satisfies the corresponding conditions for 𝑢𝑝-bisimilarity on top of the models
being bisimilar in the sense of basic modal logic. These conditions are what makes this problem of up-bisimilarity
more complex. If we can show that every such function that satisfies the conditions for 𝑢𝑝-bisimilarity is generated
by a function 𝑔 : 𝐶1 → 𝐶2, then we believe that the complexity of 𝑢𝑝-bisimilarity drops to the class NP. To draw an
analogy, deciding whether given two graphs are isomorphic is in NP, but finding the isomorphism mapping may be
more complex. This is equivalent to saying that given a small (with number of elements bounded by a polynomial in
the size of the input models) candidate generator of the relation 𝑢𝑝-bisimilar, it may be efficient to check whether such
a candidate can be extended to a full 𝑢𝑝-bisimilar relation.
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